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1 Wstep

Cwiczenia zawarte w niniejszej instrukeji dotycza zagadnienia selekeji cech. Badane beda
algorytmy selekcji typu filtr oraz typu powtoka (ang. wrapper) zaréwno w odniesieniu do
zbioréw danych pobranych z repozytorium UCI, jak i zbiorow tekstur. Wykonanie selekcji
umozliwia przede wszystkim zakladka Select attributes modutu Explorer (zob. pkt .
Ponadto dostep do algorytmoéw selekcji mozliwy jest za posrednictwem filtru wstepnego
przetwarzania danych o nazwie AttributeSelection, ktérego konfiguracje oraz uruchomienie
umozliwia zaktadka Preprocess (takze modut Ezplorer zob. pkt .

Zasadniczym elementem dowolnej procedury selekcji cech jest miara, wedtug ktorej doko-
nuje sie oceny przydatnosci poszczegblnych atrybutéw (badz ich podzbioréw) do klasyfikacji
wektorow danych. Wydaje sig, iz naturalna funkcjg oceny istotnosci cech jest btad klasyfi-
kacji. Istotnie, metoda ta jest bardzo popularna. Jednakze podprzestrzen cech wyznaczona
w ten sposob niekoniecznie zapewnia dobra jakos¢ klasyfikacji dla réznych algorytmoéw ucze-
nia. Dlatego stosuje sie réwniez inne miary i beda one przedmiotem analizy obecnych ¢wiczen
laboratoryjnych.

Oczekiwane efekty ksztalcenia:
— Zmajomos¢ podstawowych strategii selekcji cech typu filtr oraz typu powtoka.

— Umiejetnos¢ praktycznego zastosowania metod selekcji cech zaimplementowanych w pro-
gramie Weka.

2 Selekcja cech w programie Weka

Zadanie selekcji cech w programie Weka mozna zrealizowa¢ na dwa sposoby. W przypadku,
gdy selekcja cech ma stranowi¢ pierwszy etap przetwarzania wektoréow danych, po ktorym
nastapi np. ich klasyfikacja, nalezy skorzysta¢ z filtru Attribute selection wywolywanego
w zakladce Preprocess. Jedli interesuje nas sam wynik selekcji (podzbiér cech znaczacych)
bez jego konkretnych zastosowan w innych zadaniach eksploracji danych, wowczas proce-
dure selekcji mozna uruchomié¢ za posrednictwem interfejsu dostepnego w zaktadce Select
attributes.

2.1 Selekcja cech jako etap wstepnego przetwarzania danych

Wstepne przetwarzanie wektoréw danych odbywa sie za posrednictwem sekcji Filter, znajdu-
jacej sie w gérnej czesci zaktadki Preprocess (zob. rys. . Przycisk Choose stuzy do wyboru
okreslonej metody przetwarzania, natomiast nacisniecie przycisku Apply powoduje jej wy-
konanie. Filtr Attribute selection znajduje si¢ w grupie supervised/attribute. Podobnie jak
algorytmy klasyfikacji czy grupowania, filtry udostepniaja szereg parametrow pozwalajacych
szczegotowo skonfigurowaé ich zachowanie. W przypadku filtru selekcji cech, istotne sg dwa
parametry — evaluator oraz search (rys.[2)). Pierwszy z nich stuzy do wskazania miary oceny
istotnosci cech, drugi natomiast determinuje sposob przeszukiwania przestrzeni cech.
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Rysunek 2: Parametry filtru AttributeSelection
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Rysunek 3: Widok zaktadki Select attributes

W przypadku strategii typu filtr jedyna mozliwa metoda przeszukiwania (parametr se-
arch) jest algorytm Ranker, ktéry szereguje cechy zgodnie z miara wskazana w parametrze
evaluator. Metoda ta przy domyslnych ustawieniach nie usuwa zadnych elementow z ory-
ginalnego zbioru cech. Aby wymusi¢ redukcje wymiaru przestrzeni atrybutow nalezy odpo-
wiednio zmodyfikowaé jeden z parametréw algorytmu Ranker — numToSelect (wymagana
liczba cech) lub threshold (wartosé graniczna funkcji oceny). Z kolei parametr evaluator po-
winien wskazywacé algorytm przeznaczony do oceny pojedynczych atrybutow. Algorytmy te
wyrdznia ostatni czton ich nazwy, tzn. AttributeEval. Przyktadowymi miaramia mogg tu by¢
ChiSquaredAttributeEval, GainRatioAttributeEval lub OneRAttribute Eval.

Dla metod typu powloka zdefiniowano szereg metod przeszukiwania, m.in. BestFirst —
przeszukiwanie sekwencyjne w przod, LinearForwardSelection — przeszukiwanie sekwencyj-
ne z korekta, RankSearch — przeszukiwanie sekwencyjne w przod z wstepnym uszerego-
waniem cech w rankingu lub GeneticSearch — przeszukiwanie za pomocg algorytmu gene-
tycznego. Natomiast funkcje oceny posiadajg nazwy, ktorych ostatni czton nazwy zawiera
wyrazenie SubsetEval, np. CfsSubsetEval, ConsistencySubsetEval Tub WrapperSubsetFEval.
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2.2 Interfejs selekcji cech modutu FExplorer

Interfejs selekcji cech modutu Ezplorer (rys. |3) posiada interfejs zblizony wygladem do po-
znanych wezesniej interfejsow klasyfikacji oraz klasteryzacji. Przy czym, tak jak w przypadku
filtru oméwionego wyzej, w gérnej czesci zaktadki Select attrubutes znajduja sie dwie sek-
cje. W nich nalezy wskazaé (przyciski Choose) metode przeszukiwania przestrzeni atrybutéw
oraz miare oceny istotnosci cech. Zasady wyboru okreslonych metod w zaleznosci od strategii
typu filtr albo powloka pozostaja takie same, jak w przypadku filtru Attribute selection.

Ponadto, mozliwe jest wykonanie selekcji jednokrornie dla catego zbioru danych trenin-
gowych lub z zastosowaniem walidacji krzyzowej (sekcja Attribute Selection Mode). Urucho-
mienie procedury selekcji nastepuje po nacisnieciu przycisku start. Kolejne wyniki obliczen
zapamietywane sa w oddzielnych raportach, do ktorych odwotania znajduja sie w panelu po
lewej stronie u dotu okna.

3 Zadania do rozwigzania

Uwaga! Zbiory danych, ktérych dotycza kolejne ¢wiczenia umieszczone sg na serwerze pod
adresem http://eletel.p.lodz.pl/aklepaczko/open/.

3.1 Selekcja cech za pomocy filtru AttributeSelection

e Uruchom program Weka oraz modut Ezplorera. Pobierz z serwera plik wine.arff
i wezytaj go do programu.

e Przejdz do zaktadki Classify i przeprowadz klasyfikacje wezytanego zbioru danych
za pomocy algorytmu Logistic znajdujacy sie w grupie klasyfikatorow functions. Ile
wynosi oszacowanie btedu rzeczywistego klasyfikacji przy uzyciu metody 10-krotnej
walidacji krzyzowe;j?

e Powrd¢ do zaktadki Preprocess. Za pomocy przycisku Choose w sekcji Filter wybierz
filtr AttributeSelection. Skonfiguruj filtr tak, aby algorytmem przeszukujacym prze-
strzen cech (parametr search filtru) byla metoda Ranker, natomiat jakosé cech byta
mierzona za pomocg wspétcezynnika zysku informacyjnego InfoGainAttribute Eval (pa-
rametr evaluator). Ustaw wymiar docelowej przestrzeni cech na warto$¢ 5 (parametr
numToSelect algrytmu Ranker. Nastepnie nacisnij przycisk Apply, aby przefiltrowaé
dane. Ponownie wykonaj klasyfikacje.

e Powtoérz doswiadcezenia dla dwoch innych metod oceny cech — OneRAttribute Fval oraz
ReliefFAttributeEval. Poréwnaj btedy klasyfikacji uzyskane w poszczegdlnych przypad-
kach.

90-924 £6dz, ul. Zeromskiego 116, tel. 042 631 28 83, www.kapitalludzki.p.lodz.pl

Politechnika todzka

Instytut Elektroniki



UNIA EUROPEJSKA
E KAPITAL LUDZKI EUROPEJSKI
NARODOWA STRATEGIA SPOJNOSCI FUNDUSZ SPOLECZNY

Instrukcja wspétfinansowana przez Unie Europejska w ramach Europejskiego Funduszu Spotecznego

e Pobierz i wezytaj do modutu FExplorora zbiér danych sonar.arff. Przed wykonaniem
selekcji cech wykonaj klasyfikacje za pomoca algorytméw Logistic oraz IB1 (z grupy
klasyfikatorow lazy). Zanotuj uzyskane btedy klasyfikacji.

e Przejdz do zaktadki Preprocess. Ponownie wybierz filtr AttributeSelection, tym ra-
zem jednak jako metode przeszukiwania przestrzeni cech wskaz algorytm RankSearch.
w pierwszym etapie selekcji wykonywany jest tu ranking cech za pomocg wybranej mia-
ry oceny pojedynczych atrybutéw (parametr wywotania attributeEvaluator algorytmu
RankSearch). Nastepnie poprzez dobér kolejnych cech z rankingu tworzony jest szereg
podzbiorow o wzrastajacej licznosci, poddawanych ocenie za pomocg miary wskazanej
w parametrze evaluator filtru.

e Sposrdéd wymienionych nizej miar oceny pojedynczych atrybutéw oraz podzbioréw cech
znajdz kombinacje dajaca najmniejszy btad klasyfikatoréw Logistic oraz [B1.

Miary oceny pojedynczych cech:

— ChiSquaredAttributeFval,
— GainRatio,

— OneRAttributeEval,

— ReliefFAttributeEval.

Miary oceny podzbioréw cech:

— CfsSubsetFval,
— WrapperSubsetFEval z klasyfikatorem [B1,
— WrapperSubsetFval z klasyfikatorem Logistic.

3.2 Seleckcja cech za pomoca interfejsu Select attributes

e Pobierz i wezytaj zbiér danych GR_HW_RA_16_all.csv.

e Wykonaj klasyfikacje wezytanego zbioru dla wszystkich cech przy uzyciu algorytmu
IB1.

e PrzejdZ do zaktadki Select attributes. w sekcji Attribute Evaluator wybierz algorytm
oceny podzbiorow cech WrapperSubsetEval z klasyfikatorem IB1. Upewnij si¢, ze w sek-
cji Search Method jest wybrana metoda BestFirst. Uruchom procedure selekcji cech
za pomoca przycisku Start.
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Przejdz do zaktadki Preprocess. Wybierz filtr Remove znajdujacy sie¢ w grupie unsupe-
rvised/attribute. w opcjach wywolania filtru zmienn warto$¢ parametru invertSelection
na True, natomiast w polu attributelndices wpisz indeksy cech wyselekcjonowanych
w poprzednim kroku dodajac na konicu argument last oznaczajacy w tym przypadku
atrybut klasy. Nacisnij przycisk Apply. Przejdz do zakladki Classify i przeprowadz
klsyfikacje za pomocag algorytmu IB1.

Powr6¢ do zaktadki Preprocess i anuluj wykonana selekcje cech naciskajac przycisk
Undo.

Wykonaj standaryzacje danych za pomocy filtru Standardize, ktéry takze znajduje sie
w grupie unsupervised/attribute. Powtérz selekcje cech oraz klasyfikacje za pomoca
tych samych algorytméw, co poprzednio.

Zmien metoda przeszukiwania przestrzeni cech na algorytm LinearForwardSelection.
w jego opcjach wywotania ustaw parametr forwardSelectionMethod na warto$¢ Flo-
ating forward selection, parametr numUsedAttributes na wartos¢ 250, za$ parametr
performRankig na wartos¢ False. Wykonaj selekcje cech oraz przeprowadz klasyfikacje
(skorzystaj ponownie z filtru Remove).

Anuluj wykonang selekcje cech naciskajac przycisk Undo w zaktadce Preprocess.

Powtorz selekcje tym razem wykonujac najpierw ranking cech (parametr performRan-
king ustawiony na True) i ograniczajac przeszukiwanie do przestrzeni 100 najlepszych
atrybutow (parametr numUsedAttributes).

Ktory schemat selekcji okazal sie najlepszy biorac pod uwage doktadnosé klasyfika-
cji? Czy selekcja cech pozwolita zmniejszy¢ btad klasyfikacji w stosunku do wyniku
uzyskanego dla oryginalnego zbioru wektoréw danych?
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Pobierz i wezytaj zbior danych GR_HW_RA_16_rand.csv.

Wykonaj klasyfikacje wczytanego zbioru dla wszystkich cech przy uzyciu algorytmu
IB1.

Wykonaj selekcje cech dwukrotnie, raz z uzyciem strategii przeszukiwania GreedySte-
pwise, a nastepnie za pomocg metody LinearForwardSelection. w obu przypadkach
zastosuj algorytm WrapperSubsetEval z klasyfikatorem IB1 do oceny istotnosci cech.

Przeprowadz standaryzacje cech i powtorz ich selekcje.

Dla kazdego uzyskanego podzbioru cech wykonaj klasyfikacje, zaré6wno dla danych
w oryginalnej skali, jak i w przestrzeni ustandaryzowanej. Czy standaryzacja danych
pozwolita w tym przypadku uzyska¢ lepsze przestrzenie atrybutow?
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Pobierz i wezytaj zbior danych BA_HW_PS_RA_20_all.csv.

Wykonaj klasyfikacje wczytanego zbioru dla wszystkich cech przy uzyciu algorytmu
IB1.

Przejdz do zaktadki Preprocess. Wybierz filtr Resample znajdujacy sie w grupie super-
vised /instance. w opcjach wywolania filtru zmien warto$¢ parametréow invertSelection
oraz noReplacement na True, natomiast parametru sampleSizePercent na wartos¢ 20.
Nacis$nij przycisk Apply. Zapisz uzyskany zbiér danych na dysku lokalnym naciskajac
przycisk Save. ... Anuluj dokona filtracje (przycisk Undo). Zmien parametr invertSe-
lection filtru na wartos$¢ False i ponownie naciénij przycisk Apply.

Przejdz do zaktadki Classify. Zaznacz opcje testowania klasyfikatora za pomoca nie-
zaleznego zbioru danych testowych i za pomoca przycisku Set... wskaz zapisany po-
przednio zbiér danych. Wykonaj klasyfikacje z uzyciem algorytmu /B1.

Przeprowadz selekcje cech dwukrotnie, w obu przypadkach z uzyciem strategii prze-
szukiwania LinearForwardSelection oraz algorytmem oceny istotnosci cech typu Wrap-
perSubsetFval. w pierwszym przypadku jednak zastosuj klasyfikator IB1, w drugim za$
Logistic.

Przeprowadz klasyfikacje zbioru danych za pomocg algorytméw IB1, Logistic, a takze
SMO dla kazdego uzyskanego podzbioru cech. Poréwnaj bledy klasyfikacji uzyskane
w kazdym przypadku.
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Powréé do zaktadki Preprocess i anuluj ostatnia wykonana selekcje cech naciskajac
przycisk Undo.

Wybierz filtr RandomSubset znajdujacy sie w grupie unsupervised/attribute. w opcjach
wywotania filtru zmien wartos¢ parametru numAttributes na 0.2. Przeprowadz filtracje
zbioru danych.

Wykonaj klasyfikacje dla wszystkich cech przy uzyciu algorytmu IB1.

Wykonaj selekcje cech dwukrotnie, raz z uzyciem strategii przeszukiwania GeneticAl-
gorithm, a nastepnie za pomoca metody LinearForwardSelection. w obu przypadkach
zastosuj algorytm WrapperSubsetFval z klasyfikatorem [B1 do oceny istotnosci cech.
Przeprowadz klasyfikacje dla uzyskanych podzbioréow atrybutow.

Jak oceniasz zdolnos¢ prostego algorytmu genetycznego do szybkiego wyznaczania pod-
zbioréw cech znaczacych?
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