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1 Wstep

Podstawowa miarg jakosci klasyfikatora jest btad klasyfikacji mierzony stosunkiem liczby
btednie sklasyfikowanych wektoréw cech do catkowitego rozmiaru zbioru danych. Jednakze
taka funkcja oceny czesto pozostaje niewystarczajaca. Pelniejszy obraz przydatnosci algo-
rytmu do okreslonego zadania klasyfikacji mozna uzyskaé¢ poprzez wyznaczanie przedziatu
ufnosci dla uzyskanego oszacowania btedu klasyfikacji lub wykonanie krzywej ROC. Ponadto,
dla zwigkszenia wiarygodnosci klasyfikacji i uniezaleznienia modelu klasyfikatora od dostep-
nego na etapie uczenia zbioru danych treningowych, czesto zamiast pojedynczego algorytmu
wykorzystuje sie zestawy klasyfikatorow. Tworza one tzw. komitety, ktére stosujg réznorodne
techniki glosowania do wyznaczania najbardziej prawdopodobnych etykiet kategorii wekto-
row danych. Zagadnieniom tym pos$wiecona bedzie pierwsza cze$é¢ laboratorium, w ktorej
wykorzystywany bedzie nowy modul programu Weka — KnowledgeFlow (zob. pkt .
Zadania umieszczone w drugiej czesci dotycza technik przeksztatcania danych za pomo-
ca metod ekstrakcji cech. W szczegdlnosci badane beda dwie metody ekstrakcji — analiza
sktadowych gtéwnych (ang. principal component analysis, PCA) oraz transformacja losowa
(ang. random projection, RP). Ich skuteczno$¢ zostanie poréwnana na przyktadzie zadania
klasyfikacji obrazéw tekstur, a takze w odniesieniu do klasyfikacji dokumentéw tekstowych

(zob. pkt [3).

Oczekiwane efekty ksztalcenia:
— Umiejetnos¢ pracy z programem Weka za pomocag modutu KnowledgeFlow.

— Znajomos¢ wybranych metod ekstrakcji cech oraz metod oceny klasyfikacji danych.

2 Modul KnowledgeFlow programu Weka

2.1 Opis modulu KnowledgeFlow

Obok modutu Ezplorer, KnowledgeFlow stanowi drugi podstawowy modut programu Weka.
Udostepnia on zestaw tych samych algorytméw klasyfikacji, grupowania czy selekcji cech,
co Fxplorer, lecz dodatkowo umozliwia potaczenie ich w jedno zadanie eksploracji danych.
Gléwna zaleta narzedzia KnowledgeFlow jest graficzny interfejs (rys. , ktory pozwala na za-
planowanie w wygodny sposob eksperymentu obejmujacego wstepne przetwarzanie danych,
wlasciwag eksploracje, jak rowniez przetwarzanie koncowe wraz z oceng otrzymanych wyni-
kow. Przygotowanie eksperymentu polega na umieszczeniu w obszarze roboczym programu
(panel Knowledge Flow Layout) komponentéw reprezentujacych okreslone zadania. Kompo-
nenty te, uwidocznione w goérnej czesci okna, zgrupowane sg w nastepujacych kategoriach:

e DataSources — 7zrédta danych (m.in. pliki typu *.arff, *.csv, bazy danych),
e DataSinks — lokalizacje docelowe dla danych po przetworzeniu,

e Filters — r6znego rodzaju filtry (np. standaryzacja, dyskretyzacja, analiza PCA),
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[KnowledgeFlow] 0:0:... Welcome to the Weka Knowledge Flow

Rysunek 1: Widok okna modutu KnowledgeFlow

Classifiers — klasyfikatory,

Clusterers — algorytmy grupowania danych,

Associations — algorytmy dla regul asocjacyjnych,

Evaluation — metody oceny klasyfikacji,

Visualization — narzedzia do wizualizacji wynikow przetwarzania danych.

Aby wlaczy¢ wybrany komponent do eksperymentu, nalezy na nim kliknaé¢ lewym klawi-
szem myszy (obraz kursora zmieni sie na znak ,plus”), a nastepnie uczynié¢ to samo w obsza-
rze roboczym programu. Nacisniecie prawym klawiszem myszy na danym komponencie wy-
woluje skojarzone z nim menu podreczne (rys. , ktore moze zawiera¢ do trzech sekcji: Edit
— znajduja sie tu polecenia pozwalajace skonfigurowaé¢ dane zadanie lub je usung¢ z ekspe-
rymentu, Connections — umozliwia polaczenie komponentu z innymi, Actions — powoduje
uruchomienie okreslonego dziatania. Poszczegdlne komponenty moga posiadaé¢ wszystkie trzy
sekcje menu podrecznego lub tylko niektore z nich. w przypadku proby potaczenia danego
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Rysunek 2: Menu podreczne komponentu ArffLoader

komponentu z innymi bioracymi udziat w eksperymencie program zaznacza te, dla ktorych
jest to mozliwe. Przyktadowo, na rys. |1 komponent ArffLoader (reprezentujacy plik *.arff
jako zrédto danych) mozna potaczy¢ jedynie z komponentem ClassAssigner (oznaczenie atry-
butu klasy) lub ScatterPlotMatrix. Po wyborze z menu podrecznego komponentu ArffLoader
polecenia dataSet z sekcji Connections w naroznikach odpowiednich komponentéw pojawia
sie niebieskie punkty.

2.2 Wykonanie krzywej ROC

Modut KnowledgeFlow nie stanowi jedynie wygodniejszej alternatywy dla modutu Ezplorer.
Umozliwia on wykonanie dodatkowych zadan, takich jak np. ocena klasyfikacji przy pomocy
krzywej ROC. Rysunek |3| przedstawia wyglad odpowiedniego eksperymentu. Sktada sie on
z nastepujacych komponentow:

e ArffLoader — zrédlo danych,
e (ClassAssigner — oznaczenie atrybutu kategorii,

e (ClassValuePicker — oznaczenie etykiety klasy, ktora ma by¢ rozpoznawana jako posi-
tive,

e CrossValidationFoldMaker — podzial zbioru danych zgodnie z metoda n—krotnej wa-
lidacji krzyzowej,

e NaiveBayes — naiwny klasyfikator Bayesa,
o (lassifierPerformanceEvaluator — wykonanie oceny klasyfikacji,

e ModelPerformanceChart — wykonanie krzywej ROC oraz innych wykresow oceny.
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[KnowledgeFlow] 0:1... Welcome to the Weka Knowledge Flow
ArffLoader - Finished.
CrossValidationFol... - Finished.
NaiveBayes - Finished.

ClassifierPerforman... Finished.

Rysunek 3: Plan eksperymentu do wykonania krzywej ROC

3 Klasyfikacja dokumentéow tekstowych

W miare powiekszania sie zasobdéw sieci Internet, a takze innych sposobéw magazynowa-
nia dokumentéw w postaci elektronicznej, narasta potrzeba automatycznego rozpoznawania
kategorii danego tekstu na podstawie jego zawartosci. Zadaniem systemu uczacego sie¢ jest
m.in. utatwienie wyszukiwania informacji tekstowej odpowiadajacej zadanej sekwencji stow
kluczowych. Innym zastosowaniem algorytméw uczenia maszynowego jest identyfikacja do-
kumentow, wiadomosci poczty elektronicznej lub stron internetowych zawierajacych tresci
zabronione — lub przeciwnie — najbardziej istotne dla danego uzytkownika.

3.1 Przygotowanie katalogu dokumentéw

W tych oraz innych przypadkach klasyfikacji dokumentéw tekstowych, zasadnicza kwestiag
jest przygotowanie zbioru danych, czyli opisanie kazdego z obiektow bioracych udziat w ucze-
niu odpowiednim zestawem atrybutéw. W tym celu najczesciej stosuje sie cechy okreslajace
czestos¢ wystepowania w dokumencie stéw z tzw. stownika haset kluczowych. Stownik ten
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Rysunek 4: Przykladowa struktura katalogéw plikéw tekstowych

nalezy najpierw utworzy¢ — automatycznie lub recznie. W pierwszym przypadku zadanie
to sprowadza sie do obliczenia czestosci wystepowania wszystkich wyrazéw napotkanych we
wszystkich dokumentach ze zbioru treningowego i wyborze spoéréd nich tylko najbardziej
znaczacych. W drugim przypadku procedura budowy stownika moze by¢ zmudna, ale naj-
prawdopodobniej pozwoli uzyska¢ bardziej intuicyjny zestaw haset kluczowych.

Pakiet Weka zawiera specjalne narzedzie przeznaczone do tworzenia zbiorow danych na
podstawie dokumentow tekstowych. Jego uzycie musi by¢ poprzedzone odpowiednim przy-
gotowaniem plikow zawierajacych klasyfikowane teksty. Kazdej klasie powinien odpowiadac
odrebny katalog na dysku lokalnym komputera. W nim umieszczone sa pliki tekstowe (w do-
wolnym formacie znakowym, réowniez *.html). Katalogi klas dokumentéw musza z kolei
znajdowac sie¢ w jednym wspolnym i nadrzednym wobec nich katalogu. Przyktadowa struk-
tura katologéw powinna wygladaé tak, jak pokazano na rys. [

3.2 Wstepne przetworzenie zbioru danych tekstowych

Zbiér dokumentow tekstowych zorganizowanych w odpowiednig strukture katalogows nalezy
w pierwszej kolejnoséci przekonwertowaé¢ do pliku w formacie ARFF. w tym celu mozna
wykorzystac klase biblioteki Weka o nazwie TextDirectoryLoader oraz kolejny z modutow
dostepnych w programie Weka — SimpleCLI. Modut ten pozwala korzysta¢ z biblioteki klas
Weka w tzw. trybie konsolowym. Rysunek [5| przedstawia okno modutu SimpleCLI, ktore
sktada sie z dwoch zasadniczych fragmentow — linii polecen umieszczonej u dotu oraz pola
raportu, w ktorym zapisywane sa wyniki wykonanych operacji.
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800 SimpleCLI

Welcome to the WEKA SimpleCLI

Enter commands in the textfield at the bottom of
the window. Use the up and down arrows to move
through previcus commands.

Command completion for classnames and files is
initiated with <Tab>. In order to distinguish
between files and classnames, file names must

be either abselute or start with './' or '=~/'

(the latter is a shortcut for the home directory).
<hlt+BackSpace> is used for deleting the text

in the commandline in chunks.

> help

Command must be one of:
java <classname> <args> [ = file]
break
kill
cls
history
exit
help <command>

[toryLoader =dir fUsers/stefan/text_ example > stersfStefanfmy_example.arff]
T

Rysunek 5: Interfejs modutu Simple CLI

Zaktadajac, iz dokumenty znajduja si¢ w katalogu C:\Users\Stefan\text_example,
konwersja danych tekstowych do pliku zostanie przeprowadzona po wpisaniu polecenia:

java weka.core.converters.TextDirectoryLoader -dir
C\:Users\Stefan\text\_example > C:\Users\Stefan\my_example.arff

W powyzszym przyktadzie nowo utworzony zbiér danych zostanie zapisany do pliku o na-
zwie my_example.arff. Nalezy zwréci¢ uwage, aby miejscem docelowym pliku byt katalog,
do ktorego biezacy uzytkownik posiada prawa dostepu. W przeciwnym razie zbiér danych
zostanie wypisany w obszarze raportu.

Otrzymany zbior danych zawiera tyle wektorow, ile dokumentow znajduje sie w danym
katalogu. Kazdy wektor opisany jest natomiast jednym arybutem typu String, czyli ciagiem
znakow reprezentujacych stowa badz fragmenty stow znajdujacych sie w okreslonym tekscie.
Zbiér danych w tej postaci nie moze by¢ jeszcze poddany procedurze klasfikacji. Najpierw
atrybut String musi zostaé¢ przeksztatcony do tzw. wektora stow, zawierajacego czestosci
wystepowania okreslonych ciagéw literowych w tekscie. Aby wykonaé to przeksztatcenie, na-
lezy wezytaé plik danych tekstowych, np. do modutu Ezplorera i skorzystaé¢ z filtru String-
ToWordVector, znajdujacy sie w grupie filtrow unsupervised/attribute. Poniewaz wykonanie
wspomnianego filtru prowadzi zazwaczaj do uzyskania wielowymiarowych wektoréw cech,

w dalszej kolejnosci nalezy zredukowaé wymiar danych, np. za pomoca transformacji PCA
lub RP.
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4 Zadania do rozwigzania

Uwaga! Zbiory danych, ktérych dotyczag kolejne éwiczenia umieszczone sg na serwerze pod
adresem http://eletel.p.lodz.pl/aklepaczko/open/.

4.1 Ocena klasyfikacji

e Uruchom modut KnowledgeFlow programu Weka.

e W obszarze roboczym programu umie$¢ i potacz w podanej kolejnosci nastepujace kom-
ponenty (w nawiasach podano kategorie poszczegdlnych obiektéw): ArffLoader (zrodto
danych), ClassAssigner (ocena klasyfikacji), CrossValidationFoldMaker (ocena klasy-
fikacji), IB1 (klasyfikatory), ClassifierPerformanceEvaluator (ocena klasyfikacji) oraz
Text Viewer (wizualizacja).

e Skonfiguruj zZrodto danych tak, aby program wezytywal plik o nazwie tex_edlab6.arff.
W komponencie ClassAssigner wskaz atrybut category jako etykiete klasy. Kompo-
nent CrossValidationFoldMaker nalezy potaczy¢ z klasyfikatorem dwukrotnie — raz
za pomoca potaczenia typu trainingSet, a raz za pomoca testSet. Klasyfikator /B1 na-
lezy potaczy¢ z obiektem oceniajacym za pomoca potaczenia batchClassifier, zas$ ten
z obiektem tekstowym za pomoca potaczenia typu text.

e Wykonaj eksperyment wybierajac polecenie Start loading z menu podrecznego kom-
ponentu ArffLoader. Sprawdz wynik klasyfikacji wybierajac z menu podrecznego kom-
ponentu TextViwer polecenie ShowResults.

e Korzystajac z tabeli[l] oraz ponizszego rownania wyznacz przedziat ufnosci dla uzyska-
nej poprawnosci klasyfikacji przy poziomie ufnosci 98%.

oo o )/ 5)
s=(f+—=FTxn/=—-F+— / I+—=1,
( 2Q Q@ Q 4Q? Q
gdzie f oznacza wynik (dokladnos$é) klasyfikacji otrzymany z eksperymentu, () stanowi

licznos¢ zbioru danych, za$ z jest granica przedziatu ufnosci odczytana z tabeli dla
ustandaryzowanej zmiennej Gaussa.

e Zaprojektuj nowy eksperyment w module KnowledgeFlow zgodnie ze schematem po-
kazanym na rys.
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Tabela 1: Granice przedzialéw ufnosci dla rozkladu Gaussa N(0,1)

Pr[X > 7] z
0.1% 3.09
0.5% 2.58
1 % 2.33
5.0% 1.65

10.0% 1.28
20.0% 0.84

Skonfiguruj zrodto danych tak, aby program wczytywal zbiér danych sonar.arff.
W komponencie ClassAssigner wskaz atrybut Class jako etykiete klasy, zas w Clas-
sValuePicker wskaz klase Rock. Wykonaj obliczenia wybierajac polecenie Start loading
z menu podrecznego komponentu ArffLoader.

Powtérz eksperyment wykorzystujac zamiast naiwnego klasyfikatora Bayesa algorytm
klasyfikacji oparty na regresji logistycznej (komponent Logistic).

Otwoérz okno z wykonanymi wykresami ROC wybierajac polecenie ShowChart z menu
podrecznego komponentu ModelPerformanceChart.

Co mozna powiedzie¢ o poréwnywanych klasyfikatorach na podstawie otrzymanych
wykresow?

90-924 £6dz, ul. Zeromskiego 116, tel. 042 631 28 83, www.kapitalludzki.p.lodz.pl

Zaprojektuj eksperyment w module KnowledgeFlow zgodnie ze schematem pokazanym
narys. [} Przyjmij wstepnie, ze komitety AdaBoostM1 oraz Bagging wykorzystuja algo-
rytm wektoréw podpierajacych (SMO) z wielomianowa funkcja jadra drugiego stopni,
a zawierajaca wyrazenia nizszego rzedu (nalezy odpowiednio ustawié¢ parametry expo-
nent oraz useLowerOrder). 7 kolei komitet typu Stacking niech sktada sie¢ dodatkowo
z klasyfikatorow IB1, NaiveBayes oraz algorytmu OneR jako nadrzednego metaucznia.

Ustaw liczbe iteracji w komitetach AdaBoostM1 oraz Bagging na 10 (parametr numl-
terations w obu przypadkach).

Zachowaj konfiguracje komponentow ArffLoader oraz ClassAssigner taka, jak w po-
przednim zadaniu.

Wykonaj obliczenia i sprawdz uzyskane wyniki. Czy zastosowanie komitetéw poprawia
jakosé klasyfikacji w stosunku do pojedycznych klasyfikatoréw?

Powtoérz do$wiadczenie z innymi, dowolnie wybranymi algorytmami klasyfikacji, a takze
dla innych zbioréw danych (np. zbioréw tekstur wykorzystywanych w poprzednich
¢wiczeniach laboratoryjnych).
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Rysunek 6: Plan eksperymentu dla Zadania 3

4.2 Transformacje danych

e Zaprojektuj eksperyment w module KnowledgeFlow w podobny sposéb, jak opisano to
w Zadaniu 1. Dodatkowo, miedzy komponentami ClassAssigner oraz CrossValidation-
FoldMaker, umie$¢ komponent filtru AttributeSelection.

e Skonfiguruj nowy komponent tak, aby wykonywat selekcje za pomoca algorytmu prze-
szukiwania LinearForwardSelection oraz funkcji oceny podzbioréw cech CfsSubsetEval.
Ponadto zmien wartos¢ parametru forwardSelectionMethod w metodzie przeszukiwa-
nia na Floating forward selection.

e Jako zrodto danych ponownie wskaz plik tex_edlab6.arff. Wykonaj klasyfikacje.

e Powtoérz obliczenia zastepujac komponent AttributeSelection filtrem PrincipalCom-
ponents, a nastepnie RandomProjection. W obu przypadkach ustaw docelowy wymiar
przestrzeni cech na wartosé 10 (odpowiednio parametry maximumAttributes oraz num-

berOfAttributes).

e Porownaj uzyskane wyniki eksperymentéw zaréwno pod wzgledem doktadnosci klasy-
fikacji, jak i szybkosci obliczen.

e Na podstawie zasobéw internetowych przygotuj zbior kilkunastu dokumentow tek-
stowych zawierajacych informacje z trzech dowolnie wybranych kategorii (np. sport,
polityka, ekonomia). Pogrupuj pliki w katalogi zgodnie ze struktura opisana w pkt .

e Wykonaj konwersje plikow tekstowych do zbioru danych w formacie ARFF zgodnie
z procedura opisana w pkt [3.2]

90-924 £6dz, ul. Zeromskiego 116, tel. 042 631 28 83, www.kapitalludzki.p.lodz.pl
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e Przygotuj w programie KnowledgeFlow plan prostego eksperymentu klasyfikacyjnego,
zawierajacego przynajmniej nastepujace elementy:
— ArffLoader,
— ClassAssigner,
— jeden z filtrow PrincipalComponents lub RandomProjection,
— CrossValidationFoldMaker,
— dowolny klasyfikator (poza algorytmem ZeroR),
— ClassifierPerformanceEvaluator,
— TextViewer.

e Sprawdz zdolno$¢ wybranego algorytmu klasyfikacji do predykcji kategorii dokumentow
tekstowych.

bodz 2009

Zredagowane w I TEX-u
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