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Eksploracja danych i terminy pokrewne

Knowledge discovery

Machine learning BAATavarara Pattern recognition

Fksploracja danych, Wprowadzenie
Politechnika todzka
2




E AT —]

Cel nauki — zdobywanie wiedzy

,Wiedzato prawdziwe, uzasadnione

przekonanie.”

Platon, Teajtet

wLudzie rodzg sie z niezapisanym
umysiem, ktory zapetnia sie myslami

na skutek codziennych doswiadczen

zyciowych.”

Arystoteles

Fksploracja danych, Wprowadzenie
Politechnika todzka
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Eksploracja danych — przyktiad 1.
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Czym réznia sie te obrazy?
~ Jaka regularnosc wystepuje w powyzszym zestawie?
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Klasyfikacja obrazow

Ze wzgledu na ksztatt
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Eksploracja danych — przyktad 2.

Segmentacja
obrazow

Proton Density T1-zalezna T2-zalezna

Eksploracia danych, Wprowadzenie
-
Ml Politechnika todzka
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Co to sg dane?

Dane tworzg opis obiektow rzeczywistosciwyrazony za pomoca ich cech
~(atrybutow, parametrow).

Obiektami moga by¢ ludzie, wszelkie przedmioty lub zjawiska fizyczne oraz
_Ich reprezentacje, np. obrazy.

Cechy jakoscioweto np. kolor, smak, stan pogody; pochodzg najczescie]
~Z obserwaciji.

Cechy ilosciowe to np. waga, rozmiar, wartosc¢ funkcji; pochodza najczescie]
~Z pomiaru oraz obliczen.

Zbior cech danego obiektu stanowi odpowiadajacy mu wektor danych.

Kolekcja wektorow danych wyznaczonych dla pewnej serii obiektow stanowi
zbior danych.

Fksploracja danych, Wprowadzenie
P',,:.--[, Politechnika todzka
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Notacja matematyczna

Wektor danych | X = (51,52:---:5&?)

Zbiordanych | X = {Xf, = ]Q}

Cecha obiektu | 95;

Egzemplarz a z klasy obiektow A | U € A

:
Cechy ilosciowe (ciagte) | S - (Cl c 4 J=>

\
Cechy jakosciowe (nominalne) efm : (Cl = A) > {Vl BT V?,}

Fksploracja danych, Wprowadzenie
L
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Czym jest eksploracja danych?
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Interpretacja klasycznej deflnlt:]|W|edzngGettlera -

Podmiot S wie, ze P wtedy i tylko wtedy, gdy:

" P jest zdaniem prawdziwym
= S jest przekonany, ze P

» S posiada uzasadnienie swojego przekonania, ze P

Edmund Gettier, ,Is Justified True Belief Knowledge”, Analysis, 23, 121-123, 1963

Eksploracia danych, Wprowadzenie
-
Ml Politechnika todzka
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Pojecie wiedzy

s Encyklopedia Powszechna PWN

+ ogotwiarygodnych informacji o rzeczywistosci wraz z umiejetnoscig ich wykorzystywania.

semed  Wiedza a priori

+ jestniezalezna od zmystéw | dotyczy prawd "absolutnych” lub uniwersalnych jakimi sg prawa
logiki, prawa matematyki.

meed  Wiedza a posterioni

+ jest wiedzg nabytag poprzez zmysty i je] prawdziwosé moze byC obalona poprzez nastepne
obserwacje.

med VW psychologii w szerokim rozumieniu wiedza to np.

» 0gottresci utrwalonych w umysle ludzkim w wyniku kumulowania doswiadczenia oraz
uczenia sie. (...) W wezszym znaczeniu wiedza stanowi osobisty stan poznania cztowieka w
wyniku oddziatywania na niego obiektywnej rzeczywistosci. Czesto zamiast pojecia ,wiedza”
uzywa sie terminu "pamiec”.

Nazwa przedmioty, prezentacyi
Politechnika todzka
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multimedizlna wspolfinansowana przez Unie Europejska w ramach Europejskiego Funduszu Spotecznego

Pojecie wiedzy w uczeniu mar;\}nowym

W badaniach nad sztuczng inteligencjg wiedze traktuje sie jako
materiat wejsciowy albo efekt dziatania algorytméw sztucznej
Inteligencii.

Czes¢ metod sztucznej inteligencji zajmuje sie probami formalizacji
ludzkie] wiedzy celem automatycznego wnioskowania (np. systemy
ekspertowe).

Znane jest tez odwrotne podejScie. Dzieki zastosowaniu tych metod w
duzych zbiorach danych mozna odnalez¢ wiedze o ich naturze (np.
sieci neuronowe, algorytmy genetyczne, ekstrakcja cech).

Eksploracja danych, Wprowadzenie
Politechnika todzka
o Szl 12
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Czym jest uczenie sie maszyn?

—[ Uczenie sie systemu }

« Kazda autonomiczna w systemie zachodzacana
podstawie doswiadczen, ktéra prowadzi do Jakosci

jego dziatania.

zmiana — kazdy uczacy sie system zmienia sie w czasie;

poprawa — zwiekszenie skutecznosci, sprawnosci systemu biorgc pod uwage preferencije |
- konstruktora lub uzytkownika lub obu na raz.

autonomicznosc¢ — system, ktéry sie uczy, sam zmienia sie na lepsze (a nie jest
Zmieniany przez kogos).

doswiadczenia —korzystna zmiana nastepuje pod wptywem czynnikdw zewnetrznych,
~ ktore mozna traktowac jako doswiadczenia zdobywane przez system.

Fksploracja danych, Wprowadzenie
-

P,...-[‘ Politechnika todzka
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Motywacja do uczenia sie maszyn

—{ Zlozonos$¢ érodowiska

« /tozone zadania nie posiadaja prostych rozwigzan
« Pracaw warunkach niedookreslonych
* Trudnos¢ w sformutowaniu modelu rzeczywistosci

—{ Potrzeba autonomii

* Programy uczace sie posiadajg zdolnos¢ adaptacji do
zmiennych warunkow srodowiska pracy.

— Potrzeba automatyzaciji

« Bazy danych zawierajg ogromne zasoby informacji.
« Wydobycie z nich informacji uzytecznej poprzez zwykte
przeszukiwanie stanowi bardzo czasochtonne zadanie.

Fksploracja danych, Wprowadzenie
f-.'
[N Politechnika bodzka
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Zadania eksploracji danych

| Klasyfikacja
Regresja
Predykcja

- Modelowanie

- Wizualizacja

- Optymalizacja

- Przeszukiwanie

- Wydobywanie informacji

Przypi}sywanie wektorow danych do kategorii
Apmk;ymacja funkciji rzeczywistej

F’rzewridywanie klasy, zmiany stanu systemu lub trendu
Matematyczny model zjawisk i obiektow

Prezentacja wektorow danych wielowymiarowych

Inteligentne rozwigzywanie skomplikowanych zagadnien

- matematycznych (polioptymalizacyjnych, zwtaszcza

w przestrzeni wielowymiarowej)

Odnajdywanie witasciwych dokumentow lub obrazéw

[N Politechnika todzka

Fksploracja danych, Wprowadzenie
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Metody reprezentacji wiedzy — tabele decyzyjne

e vigonoie e seos

stoneczna

stoneczna

pochmurna
deszczowa
deszczowa
deszczowa
pochmurna

stoneczna

0w 0o ~ O O A~ W M

stoneczna

—i
o

pochmurna

duza
duza
duza
duza
normailna
normailna
normailna
normailna
normailna

duza

staby
silny
sfaby
staby
sfaby
silny
silny
silny
sfaby

silny

odpoczywamy
odpoczywamy
gramy
gramy
gramy
odpoczywamy
gramy
gramy
gramy

gramy

|-"1,...- il Politechnika bodzka

Fksploracja danych, Wprowadzenie
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Metody reprezentacji wiedzy — drzewa decyzyjne

alra
sfonecznie ST
af \\\_4.
wilgotnosc¢ wiatr
g |
normalna _~~ | pochmurno
éf_"ff I'u 5 : ) I."
.Ilduza gramy silny |
gramy |

odpoczywamy

odpoczywamy

H Politechnika todzka

Fksploracja danych, Wprowadzenie
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Metody reprezentacji wiedzy — reguty

/- Reguty klasyfikacyjne
— czesc warunkowa
— czescdecyzyjna

— predykcja klasy:

JESLI aura=stonecznie I wilgotno$é=duza

TO decyzja=odpoczywamy /

« Reguly asocjacyjne
— predykcja dowolnego atrybutu:
JESLI wiatr=stab v 1 decyzja=odpoczywamy

TO aura=stonecznie 1 wilgotnosc¢=duza

B

Fksploracja danych, Wprowadzenie
-
|-'l'1|..r I8 Politechnika todzka
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Metody reprezentacji wiedzy — pamiec przykladow

Zbior treningowy Nowy wektor o nieznanej klasie
w
° Klasa B ® =
e © . Xp
oﬁ % ® KA\AP
o @ o d .
o ©° ® e °
e o w L P
e ©
KlasaA 00 = W Podobienstwo wektoréw —
odlegtos¢ Euklidesowa
Metoda k najblizszych sgsiadow (k—NN) 2 ;2\
d,— \/(A,l —x}i) +(x:. —x{i)

-

Nowy wektor przypisywany jest yo \/ (x.l B x; ): N (x.j = )2

do klasy, do ktorej nalezy
wiekszosC z jego k sgsiadow.

Fksploracja danych, Wprowadzenie
L
AR Politechnika todzka
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Metody reprezentacji wiedzy — klastery

3 6 ;"f 1 0

5|J3_61181429710

dendrogram

Fksploracja danych, Wprowadzenie
-
|-'l'1|..r I8 Politechnika todzka
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Etapy eksploracji danych

ﬁ woz | e

Wykonanie opisu obiektéw stanowigcych
przedmiot analizy (wyznaczenie cech)

W

Transformacja przestrzeni cech

Selekcja cech znaczacych

Poprawianie danych

Uczenie

Ocena wynikow
eksploracji

=
R Politechnika todzka

Fksploracja danych, Wprowadzenie
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Formy uczenia sie

Wyktad Laboratorium Projekt

Uczen wykorzystuje wiedze
z wyktadu do rozwigzania zadan
| sam uczy sie nowych zjawisk

Fksploracja danych, Wprowadzenie
Politechnika todzka
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Uczen samodzielnie
zdobywa wiedze

Nauczyciel przekazuje
wiedze uczniowi




Uczenie nhadzorowane

Wyktad

Testowanie

Systemuczacy sie s

Informacja trenujaca

(wektory danych +
etykiety klas)

Trening

NOwy wektor ‘
danych

L
R Politechnika todzka

Fksploracja danych, Wprowadzenie

23




ﬁ woz | e

Uczenie nienadzorowane

4 e Y i
Grupowanie L | | Projekt
: e VVeKtiory danycn
Analiza skupien
Klasteryzacja
e S
System uczacy sie
F S l WYY 0T | LA™ ) [_ 1 _} F T e Vil ’ -'r'
\ A -
Fksploracja danych, Wprowadzenie

Politechnika todzka
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Uczenie ze wzmochieniem

Laboratorium

i KAPITAt LUDZKI UMIA BURGPLISKA m

Testowanie

Krytyk ey

System uczacy Sie Lo

FAY

VVekliory dan ,—mh‘

W

g =7

Trening

VWeKtory danycn

MR Politechnika todzka

Fksploracja danych, Wprowadzenie
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Sposob nabywania wiedzy

Dedukcja Indukcja

daje w konsekwencji

Fksploracja danych, Wprowadzenie
Politechnika todzka
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Teoria uczenia sie maszyn

« Teoria prawdopodobienstwa

— Dostarcza podstawowego aparatu matematycznego dla opisu algorytmow
eksploraciji danych.

— Probabilistyczne metody klasyfikacji i grupowania.
« Teoria informacji
— Definiuje miary jakosciowe, wykorzystywane zardwno przy ocenie decyzji, jak i
danych (pod wzgledem uzytecznosci informacji zawartej w cechach).
+ Logika formalna
— Stanowi podstawe formutowania regut decyzyjnych.
— Metody indukcyjnego programowania logicznego.
« Statystyka
— Narzedzia do statystycznego opisu danych (srednia, korelacja).
— Transformacje danych.
« Teoriadecyzji
— Zasady podejmowania optymalnych decyzji w przypadku braku pewnosci.

Fksploracja danych, Wprowadzenie
Politechnika todzka
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Teoria prawdopodobienstwa — pojqﬁia podstawowe

- Zmienna losowa

« Kula, X

Realizacja zmiennej losowej

« Czarnakula, X=0b
« Czerwona kula, X =r

. Pr(X=b)=7/12
« Pr(X==5/12

Eksploracia danych, Wprowadzenie
-
Ml Politechnika todzka
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Prawdopodobienstwo warunkowe

Pudetko nr 1

Zmienna losowa: pudeitko, Y

Realizacja zmiennej losowej: Y=1 lub Y=2

i KAPITAL LUDZKI . eene

Pudetko nr 2

Prawdopodobienstwo wylosowania kuli
czerwonej pod warunkiem wylosowania
pudetka nr 2:

Pr(X=r| Y=2) = 8/12

-
Ml Politechnika todzka

Fksploracja danych, Wprowadzenie

29




Prawdopodobienstwo a priori oraz a postoriori

Przypuscémy, ze...

1. Eksperyment polegajacy na wielokrotnym losowaniu pudetka _
wykazat, ze pudetko nr 1 wybrano w 40% przypadkéw. \ Prawdopodobienstwo a

2. Wjednym z kolejnych losowan wybrano kule czarna.

Catkowite prawdopodobienstwo
wylosowania kuli czarnej:

Pr(X=b) = Pr(X=b | Y=1)xPr(Y=1) + Pr(X=b | Y=2)xPr(Y=2)
Pr(X=b) = 7/12x0,4 +4/12x0,6 = 0,43

priori — przed
wykonaniem kroku 2.

Pr(Y=1)=0,4 Pr(Y=2)=0,6

Jakie jest prawdopodobienstwo a

posterioritego, ze wylosowano pudetko
nr 1po wykonaniu kroku 2.

Pr(Y=1| X=b) = ?

L
R Politechnika todzka

Fksploracja danych, Wprowadzenie
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Twierdzenie Bayesa

Pr(X|Y)Pr(Y)
Pr(X)

Pr(Y| X)=

Prawdopodobienstwa

a posteriori Prawdopodobienstwo

a priori

Prawdopodobienstwo

catkowite
Thomas Bayes, 1702—-1761 Pr(}r ol E?) e Pr(ﬁ[ =b|Y = I)Pr(Y > 1)
; Pr(X =b)
_ 204 54
043

Fksploracja danych, Wprowadzenie
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Rozklad prawdopodobienstwa

140
120 . Rozktad jednorodny
100
- Przykitad
Wyniki rzutu kostkg
60
40
20 . Rozktad normalny
0
Przyktad
- 01- 02- 03- 04- 05- 06- 07- 08- 09- Hleniay

d,1 02 03 04 05 06 07 08 09 10 Oceny z egzaminu

Fksploracja danych, Wprowadzenie
L
[N Politechnika bodzka
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Teoria decyzji

Uczenie maszynowe pozwala wnioskowac,
np. o przynaleznosci wektorow danych do klas

Jak na podstawie informacji uzyskanej na drodze automatycznego
wnioskowania podejmowac optymalne decyzje dotyczace obiektow
stanowigcych przedmiot badania?

Rozne typy btedow mogg pociggac Rozne, niezalezne cechy obiektow moga
Zza sobg rozne konsekwencije. prowadzi¢ do odmiennych wnioskow.

Mata proba wektoréw danych moze byc¢
niewystarczajgca, aby predykcja byta wiarygodna.

Fksploracja danych, Wprowadzenie
Politechnika todzka
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Teoria informaciji

Wektory danych w dwuwymiarowej przestrzeni cech z podziatem na klasy

Przypadek #1 Przypadek #2
W Prawdopodobienstwo
v o

e® 0‘ © zaobserwowania nowego wektora e e " ® g
'ﬁ ‘:OOO Oa / danych jest jednakowe dla obu klas. ‘O ‘:0 o %

e s 0® ©
e %o o o o 0o 0% 0@
0g © o ° Nowy wektor albo wzmocni wiedze ® ‘ e © o

@ ® o @ o zbiorze danych, albo bedzie duzym " e i ®

zaskoczeniem.

Chaos Porzadek

Entropia — stopien nieuporzadkowania systemu; im

wieksza, tym mniejszg porcje informacji uzyskujemy
po zaobserwowaniu nowego wektora danych.

Fksploracja danych, Wprowadzenie
Politechnika todzka
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W kolejnych wyktadach...

Metody uczenia oparte na wnioskowaniu indukcyjnym
— Konstruowanie drzew i regut decyzyjnych
Klasyfikatory liniowe
— Uogdlinienie klasyfikatorow liniowych na przypadki klas separowanych nieliniowo
Klasyfikacja w trybie uczenia nienadzorowanego
— Podstawowe algorytmy grupowania
Wymiar danych
— Metody selekciji cech znaczgcych
Ocena jakosci klasyfikaci
— Minimalizacja btedu rzeczywistego
— Uczenie uwzgledniajgce koszt btedow
Uczenie nienadzorowane c.d.
— Grupowanie rozmyte
— Metody nienadzorowanej selekcji cech
Transformacje danych

=
R Politechnika todzka

Fksploracja danych, Wprowadzenie
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Fksploracja danych, Wprowadzenie
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