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Prezentacja multimedizina wspdtfinansowana przez Unie Europejska w ramach Europejskiego Funduszu Spolecznego

Uczenie przez indukcje

‘ Reguta logicznej konsekwencii ‘

‘'Wiedza generowanaw
wyniku uczenia

(przestanka) ——— P AW = K—

Informacja
U trenujaca
- (konkluzja)
Indukcja
Hipoteza h—
przyblizenie prawdziwej
reguty klasyfikujacej l Wiedza

wektory danych

wrodzona

h A W = T ucznia

We wnioskowaniu indukcyjnym zaktadamy, ze informacja trenujaca dostepna w procesie uczenia

jestlogiczng konsekwencjg hipotezy h oraz by¢ moze niepustej wiedzy wrodzonej ucznia W.
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Prawdziwa reguta
klasyfikacyjnac

Zbiordanych uczacych

Hipoteza h — / Whioskowanie
przyblizenie reguty ¢ Indukcyjne

Postac reguty decyzyjnej

JESLI Warunek#1 & Warunek#2 & ... Warunek#n TO Decyzja
— ~
Czesc¢ warunkowa Czesc decyzyjna
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Reguly proste — algorytm 1-I_{ |
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Klasa /A" Klasa ,,B" Klasa KB Klasa /A" Klasa B’

@qd: 2 Btad: 3 B{qd:j/ Btad: 2 Btad: 1
—~ (

Btad catk.: 8/23 Btad catk.: 3/23

-JE2ELI & =d TO Klasa A~
= e TOKlasa B’
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Dyskretyzacja atrybutow ilosciowych

- Porzadkowanie wedtug atrybutu numerycznego
12 14 15 17 19 || 28] 121 72 | kZZa| 28 228 | 2% 20
A A B A A B B B A A A A B A

- Wydzielenie przedziatéow wartosci atrybutu, dla ktérych klasa nie zmienia sie

14.5

16

195

A

A

A

A

- Przeciwdziatanie nadmiernemu dopasowaniu

235

285 295

A

A

A

B

A

Wektory majate samag wartosé

atrybutu, leczrézne klasy.

A

A

A

A

B

B

A

A

A

A
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Zbior danych — Iris

Iris — zbidr pochodzacy z repozytorium wzorcowych zbiorow danych UCI*

Liczba wektorow danych: 1350
Liczba klas: 3

Liczba cech 4 (dtugosc i szerokosc dziafki kielicha
(ang. sepal) oraz ptatka kwiatowego (ang. petal))

| petalwidth
/

Zrédio: pl. wikipedia.org.
Grafika dostepna na zasadach GFDL

~ petallength
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Eksploracia danych, Drzewa i requly decyzyine
Politechnika todzka

6




H KAPITAt LUDZKI T
NARGDOWA STRATECIA SR0INOAL FUBRIDUST SPOLECTHY

i =naHinz rarmach Europsiskiego Funduszu Spot

Algorytm 1-R w zastosowaniu do zbioru danych Iris

=== Classifier model (full training set) ===

petallength:
<245 -> Iris-setosa Algorytm 1-R
<4.85 -> [ris-versicolor
>=485  ->Iris-virginica o skuteczny w przypadku
wielu rzeczywistych
(143/150 instances correct) zbiorow danych
Time taken to build model: 0 seconds O Wydajny (ze Wzg[edu

na krotki czas obliczen)

=== Evaluation on training set ===

R o prowadzi do prostey,
tatwej w Interpretacii
Correctly Classified Instances 143 95.3333 % hipotezy prawdziwej

Incorrectly Classified Instances 7 4.6667 % reguty decyzyjnej

Wynik uzyskany przy uzyciu programu Weka Explorer

Eksploracia danych, Drzewa i requly decyzyine
Politechnika todzka
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Zbior danych — Tekstury Brodatza*

| MZ MaZda - E:\Dane \mbark.hmp = |2 |
File Edit "-' iew A - Tcnls Help
=T ELT, ; =
=|f @l
«I—-li"' 1 Min Max

| |
W25 67 @9 0EEE13 140816
—

e pet| e ] | o ], | | ] ] | ] gt
Intensity(128, 1) = 185

MaZda
wyznaczenie i selekcja
cech tekstury

Eksploracia danych, Drzewa i requly decyzyine
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spoifinansowana przez Unie Europeisks ram=ch Europeiskiego sZU 5 { an

Algorytm 1-R — klasyfikacja by

=== Classifier model (full training set) === He

5(0,4)DifEntrp:

<1.3324805 -> brick

<1.4217385 -> calf_leather

<1.4260485 ->grass

<1.4309895 -=> calf_leather

<1.441526 ->grass

<1.4443815 -=> calf_leather *%;
#

S(0,4)DifEntrp
#
Rl
+ %

<1.4808575 ->grass
>=1.4808575 -> herringbone_weave

(533/640 instances correct)

5(0,5)Correlat

o Wektory nalezgce do roznych

Time taken to build model: 0 seconds ; ;
klas tekstur nie tworzg wyraznie

=== Evaluation on training set === odrebnych skupien.
== Summaryr === : . .

o Klasyfikator 1-R mimo to osigga
Correctly Classified Instances 533 83.2813 % doktadnos$¢ na poziomie 80%.
Incorrectly Classified Instances 107 16.7188 %

Eksploracia danych, Drzewa i requly decyzyine
P _. W Politechnika todzka
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Walidacja krzyzowa — ocena skutecznosci uczenia

Zbiér wektoréw danych o licznosci Q

Podziat na trzy podzbiory @

S1 (1/3*Q) S, (1/37Q) S 20y

Trzy cykle uczenia:

- Podzbior uczacy Podzblortestowy Btad Btad na zbiorze uczacym:

S1r SE e = (E1+E2+83)!3
2 S, 85 32 €
3 S, S3 S €3

Eksploracia danych, Drzewa i requly decyzyine
[N Politechnika bodzka

10



iﬁaw_ww_ e

Uwiarygodniona ocena klasyfi-l:(;td.f;:-i: = przyklad |

Ocena ze zbiorym uczgcym

Classifier model (full training set)

5(0,4)DifEntrp:
<1.3324805
<1.4217385
<1.4260485
<1.4309895
<1.441526
<1.4443815 -> calf_leather
<1.4808575 ->grass
>=1.4808575 -> herringbone_weave

(533/640 instances correct)

-> brick
-> calf_leather
-> grass
-> calf_leather
-> grass

Evaluation on training set

=== Summaw ===
Correctly Classified Instances 533
Incorrectly Classified Instances 107

5(0,4)DifEntrp:

(533/640 instances correct)

Classifier model (full training set)

Walidacja krzyzowa

<1.3324805
<1.4217385
<1.4260485
<1.4309895
<1.441526
<1.4443815 -> calf_leather
<1.4808575 ->grass

>=1.4808575 -> herringbone_weave

-> brick
-> calf_leather
-> grass
-> calf _leather
-> grass

Stratified cross-validation

=== Summaw ===
Correctly Classified Instances 510 79.6875 %
Incorrectly Classified Instances 130 20.3125 %
83.2813 %
16.7188 %

=
Politechnika todzka
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Reguta pokrycia

Zbiér danych

Reguta dla klasy ,A”

Bardziej poprawna
reguta dla ,A”

Pokrywa czesc¢ zbioru
wektorow danych

UMIA EURDPEISKA
EUROSERK
FUBIDUST SPOLECTMNY

Poprawnosc reguty

Przyktad |
Etap 1.

1. JESLI £'=a TO Klasa ,A’
2. JESLI £'=p TO Klasa A
3. JESLI £'=¢c TO Klasa ,A’
4. JESLI £=d TO Klasa ,,A”
5. JESLI £=e TO Klasa ,A”

Etap 2.

—> 1. Jesli §2=d & £'=a TO Klasa ,,A”
2. Jesli ¢2=d & ¢'=b TO Klasa ,A”
3. Jesli £2=d & £'=c TO Klasa ,A”"

Wybor opcji 4. —
najwieksza poprawnosc

Wybér opcji 1. — najwieksza
poprawnosc, najwieksze pokrycie

7
3/10
3/6
10/12
1/11

5/5
3/5
2/2

"
[N Politechnika bodzka
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DpEjSKa W ramaCn Europejskiego FunduszZu spoeznego

=== Classifier model (full training set) ===

\ A[O tm Dl Cia

Prism rules

— o prowadzi do wielu,
If petal Time taken to build model: 0.01 seconds skomplikowanych regut
If petal . : : :
If pe-tm === Evaluation on traiﬂ]ng o O nIEKUHIECZHIE Zapewnla
niz reguta 1R
|

Correctly Classified Instances 147 98% )
Incorrectly Classified Instances % 2% O DOSZCZEQOIHE reg U*Y

moga pokrywac ten sam
podzbior wektorow danych

Wynik uzyskany przy uzyciu programu Weka Explorer

Eksploracia danych, Drzewa i requly decyzyine
Politechnika todzka
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Przycinanie regut

[ |

TAK NIE

Zwiekszona doktadnosc klasyfikacji Niewielka poprawa, Overfitting

¥

IREP”* — inkrementacyjne przycinanie
Ze zmniejszeniem btedu

Zbior rozrostu — konstruowanie reguty — np. algorytm pokrycia
Zbidr przycinajgcy -2 przycinanie — usuwanie poszczegolnych warunkéw i test reguty
T'— licznos¢ zbioru przycinajgcego
[p e (N = I’I)] p —liczba prawidtowo pokrytych wektordw
i n — liczba nieprawidtowo pokrytych wektoréw
N —liczba wszystkich negatywnych wektorow

*IREP — incremental r

Eksploracia danych, Drzewa i requly decyzyine
P _. W Politechnika todzka
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Regutly z wyjatkami

- Klasa 1 (domysina)

5 ooz e

_Jakwybrac?

= Np. klasa, ktora posiada
, JESLI warunek a
sesazc mn s TO Klasa 2 najwiece] wektorow danych

Z wyjatkiem :
w zbiorze uczgcym
Alternatywnie
JESLI warunek 3 Zwy J qtkfemb JESLI warunek y
TOKlasa 3 TO Klasa 2

_Jakto rozumiec?

Wszystkie wektory danych nalezg do klasy 1 z wyjatkiem tych, ktére spetniajg
warunek a — one nalezg do klasy 2, lub tych, ktére spetniajg warunek f — one nalezg

do klasy 3 z wyjatkiem tych, ktore spetniajg warunek y — one takze naleza do klasy 2.

=
N Politechnika todzka
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Przyciete reguly z wyjatkami w zastosowaniu do zbioru Iris

=== Classifier model (full training set) ===

Rlpple DOwn Rule Learner(Ridor) rules

class = Iris-setosa (150.0/100.0)
Except (petallength > 2.45) == class = Iris-versicolor (67.0/0.0)[33.0/0.0]
Except (petalwidth = 1.75) and (petallength > 4.85) == class = Iris-virginica (29.0/0.0)[14.0/0.0]

Total number of rules (incl. the default rule): 3 Alaorvim Ridor

Time taken to build model: 0 seconds o reguty na najnizszym poziomie sg ignorowane
=== Stratified cross-validation === o reguty na wyzszych poziomach s3 przycinane
=== Summary === (za pomocag metody IREP)

Correctly Classified Instances 141 LN © mozna ustali¢ minimalny stosunek licznosci
Incorrectly Classified Instances 9 6 % podzbiorow danych pokrytego i wykluczonego

przezregute

Eksploracia danych, Drzewa i requly decyzyine
Politechnika todzka
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Decyzje na podstawie Prawdopodoblenstwa R

‘4 & Klasa
A B A B

A B
a (51D 212 d 1011 212 11123 (12723

b 311 | 7112 E 1711 | 10/12

3l | 312
Prawdopodobienstwo tego, ze dla = '
wektora danych nalezacego do klasy Prawdopodobienstwo tego, ze
AT atrybut &'=a. wektor danych nalezy do klasy ,B”

Eksploracia danych, Drzewa i requly decyzyine
"
[N Politechnika bodzka
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Naiwny klasyfikator Bayes'a

Wektor testowy: Xi.={b, d}

Prawdopodobienstwo a priori klasy ,A” Prawdopodobienstwo a priori klasy ,B”
Pr(A)= 11/23 Pr(B)= 12/23
Prawdopodobienstwo a posteriori klasy ,A” Prawdopodobienstwo a posteriori klasy ,B”
Pr(Klasa ,A" | Xiest) Pr(Klasa ,B”" | Xiest)

lloczyny prawdopodobienstw atrybutow

3/11 x 10/11 x 11/23 = 0,12 71112 % 2/12 x 12/23 = 0,05

Obliczenia sg poprawne przy (naiwnym) zatozeniu niezaleznosci atrybutow.

Eksploracia danych, Drzewa i requly decyzyine
"
N Politechnika todzka
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=rnzch

Klasyfikator Bayesa dla atrybutéw ciaglych

+ Zamiast prawdopodobienstw atrybutow oblicza sie gestosc¢ prawdopodobienstwa
+ Nalezy zatozyC okreslony typ rozkfadu i funkcji gestosci prawdopodobienstwa, np. dla

rozktadu normalnego - s
f(x) = 1 exp[_M]

O~27T 0% 7

+ Dla kazdej klasy C
— Dla kazdego atrybutu §

+ Wartosé srednia u/=>

suma wartosci atrybutu § wektorow z klasy C

licznosc klasy C

» Odchylenie standardowe o/ =

\} suma (§ — o/)? dla wektoréw z klasy C

licznosc¢ klasy C— 1

+ Klase dla wektora testowego wyznacza sie obliczajgc funkcje gestosci
prawdopodobienstw poszczegolnych atrybutow

Eksploracia danych, Drzewa i requly decyzyine
(3
[N Politechnika bodzka
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Naiwny klasyfikator Bayesa wzastosowanlu do ZbIDI‘l.I tekstur .

Classifier model (full training set)

Naive Bayes Classifier

Stratified cross-validation
Summary ===

Correctly Classified Instances
Incorrectly Classified Instances

Class
Attribute brick  calf_leather grag
(0.25) (0.25) (0.25)
5(0,5)DifEntrp
mean 1.2085 1.4297 1.4
std. dev. 0.1393 0.0253 0.0

Time taken to build model: 0.01 seconds

512
128

Classifier model (full t

S(0,4)DifEntrp:
<1.3324805
<1.4217385
<1.4260485
<1.4309895
<1.441526
<1.4443815
<1.4808575

raining set)

-> brick
-> calf_leather
-> grass
-> calf_leather
-> grass
-> calf_leather
-> grass

>=1.4808575 -> herringbone_weave
(533/640 instances correct)

Stratified cross-valida
Summary ===

Correctly Classified Instances
Incorrectly Classified Instances

tion

510
130

79.6875 %
20.3125%

80
20

%o
%o

=
Politechnika todzka
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=rnzch

m na wspolin

Drzewadecyzyjne — metoda ,dziel-i-rzadz”

Jak to zostato skonstruowane?

aura + Wybierz atrybut, ktory zostanie
umieszczony w wezZle—korzeniu.

+ Podziel zbidr wektorow danych

stonecznie wietrznie
= na podzbiory odpowiadajgce
= poszczegolnym wartosciom
wilgotnosé S wiatr wybranego atrybutu.
normaina /| = |' + Jesliw utworzonych podzbiorach
\ [ A wszystkie wektory naleza do tej
| : . :
gramy | samej klasy, to re'prezentUchy je
- \ |'|| wezet staje sie lisciem.
\j’“za e | + W przeciwnym przypadku, wezet
staje sie rodzicem, w ktoym

|
v
odpoczywamy il odpoczywamy nalezy wybrac kolejny atrybut

rozdzielajgcy wektory danych na
podzbiory.

Eksploracia danych, Drzewa i requly decyzyine
[
[N Politechnika bodzka
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Konstruowanie drzew decyzyjnych — wybér atrybutu

& &
W
a b i d e
AAA AAA AAA AAA A
AA BBB BBB AAA BEBEB
BB BB B AAA BB B
B A BB B
BB B

Potrzebna jest obiektywna miara do oceny, jak poszczegolne
atrybuty nadaja sie do podziatu wektorow w danym wezle drzewa.

Eksploracia danych, Drzewa i requly decyzyine
"
[N Politechnika bodzka
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Entropia — chaosi porzadek

22l : Definicja
Definicja termodynamiczna teorioinformacyjna

« Miara stopnia
nieuporzgdkowania
uktadu makroskopowego

\.

Chaos
AAAAA || AAA ||AAA
BB BBB||BBBBBBB
r N

Informacja niejednoznaczna
— obie klasy sa rownie

* llosc informacji zawarte|
w wiadomosci wystanej
przez zrodto

Boizadek AAAAAAAAAA

prawdopodobne.

A BB

BEEEBBBEBBSBE

- s
Informacja jednoznaczna —

klasa ,A” jest bardzie)
prawdopodobna.

~N

J

"
N Politechnika todzka

Eksploracia danych, Drzewa i requly decyzyine
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Zysk informacyjny

Entropia informacyjna * Entrp(py, Pa, ..., Pn) = —P1l0g p1 — polog ps ... — p, log p,

Entropia zbioru w wezle-korzeniu . =
(11 wektoréw klasy A", 12 Sl s
wektorow klasy ,B”)

—11/23xlog(11/23) —12/23xlog(12/23) = 0,99 bit

Srednia entropia « 7/23xEntrp(2/7,5/7) + 6/23%Entrp(3/6,3/6) +
w wezle &1 10/23%Entrp(3/10,7/10)=0,26 + 0,26 + 0,38 = 0,90 bit

Srednia entropia » 11/23%Entrp(1/11,10/11) +12/23xEntrp(10/12,2/12) =
w wezle &2 0,21+ 0,34 = 0,55 bit

Zysk informacyjny w przypadku . L g :
wyboru atrybutu & 0,99 -0,90 = 0,09 bit

Zysk informacyjny w przypadku : = - _
wyboru atrybutu & 0,99 -0,55 = 0,44 bit

Eksploracia danych, Drzewa i requly decyzyine
"
N Politechnika todzka
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i =2 il ~mach

Drzewa decyzyjne dla atrybutéw rzeczywistych -

: ol I8 el N > G 7 I 2 G A o A (S S R - R . ()

B A B A B B B A A A A A B A

+ Porzadkowanie wektorow danych wedtug atrybutu numerycznego
+ Podziat wektorow na dwa podzbiory
— Drzewa binarne
— Kryterium podziatu — zysk informacyjny
+ Mozliwe sg kolejne testy tego samego atrybutu
— Wada: konstruowane drzewa sg zbyt rozbudowane i trudne w interpretacii
« Alternatywnie: drzewa niebinarne (wiecej niz dwa rozgatezienia w wezle)
— Wada: trudniejsze w implementacji
« Alternatywnie: dyskretyzacja atrybutu
— Wada: utrata czesci informaciji

Eksploracia danych, Drzewa i requly decyzyine
(3
[N Politechnika bodzka
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Indukcja drzewa decyzyjnego — przykiad

=== Classifier model (full training set) ===

J48 unpruned tree

Proste drzewa decyzyjne
S5(0,5)Correlat <=-0.063539

5(0,5)Correlat <= -0.0943: herringbone_weave (153.0/1.0)
5(0,5)Correlat > -0.0943

S(0,4)DifEntrp <= 1.485315

| S(0,5)DifEntrp <= 1.492711: herringbone_weave (3.0/1.0)
| 5(0,9)DifEntrp = 1.492711: grass (5.0)

5(0,4)DifEntrp > 1.485315: herringbone_weave (5.0)

o w przypadku rzeczywistych
zbiorow danych powstaje
wiele rozgalezien

|
|
|
|
: o istnieje duze ryzyko

nadmiernego dopasowania
drzewa do zbioru

Number of Leaves : 15

treningowego
Size ofthe tree : 29
o potrzebny jest mechanizm
=== Summary === uproszczeniadrzewa —
przycinanie
Correctly Classified Instances 522 81.5625 %
Incorrectly Classified Instances 118 18.4375 %

Eksploracia danych, Drzewa i requly decyzyine
P _. W Politechnika todzka
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sy mulimedia $Hinan

rarmseh

Przycinanie drzewa — subtree replacement

R wezel lig¢ /\

lis¢ zastepczy dla poddrzewa

Eksploracia danych, Drzewa i requly decyzyine
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mulime =poHfinansowana przez Unie Europsisks ramach

Przycinanie drzewa — subftree raising

Kiedy przycina sie drzewa?

nowy liSC poddrzewa
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ntacja mulimedizins spoifinansowana przez Unie Europeisks ramach

Kryterium przycinania

Przycinanie redukujgce btad

« Oddzielny zbidr testowy
« Duzy zbidr trenujacy, z ktérego mozna wydzieli€ podzbior testowy
« Przycinanie nastepuje, jesli blad na zbiorze testowym nie zwiekszy sie.

« Brak oddzielnego zbioru testujacego

« /Zbiortreningowy jest zbyt maty, aby rezygnowac z czesci wektorow
danych w trakcie uczenia.

« Przycinanie nastepuje, jesli nie zwiekszy sie pesymistyczne oszacowanie
btedu rzeczywistego na podstawie zbioru treningowego.

er(n)(1—e (n))/[ P ]
5 s rzedziatu ufnosci
[ Biad liscia ]”’ er(/ )EET(”H\/ P

) 1T
[ Btad poddrzewa ]
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acja multime -n anz ooE ramach Europsiskiego Fundusz

Przycigte drzewa w ZEIStOSDwan|u do ZbIDI‘u tekstur -

=== Classifier model (full training set) ===

J48 pruned tree

Algorytm C4.5
S5(0,9)Correlat <=-0.063539

5(0,5)Correlat <= -0.0943: herringbone_weave (153.0/1.0)
5(0,5)Correlat > -0.0943
S(0,4)DifEntrp <= 1.485315
| S(0,5)DifEntrp <= 1.492711: herringbone_weave (3.0/1.0)
| 5(0,9)DifEntrp = 1.492711: grass (5.0)
5(0,4)DifEntrp > 1.485315: herringbone_weave (5.0)

o Redukcja liczby rozgatezien

o Poprawa (niekiedy znaczna)

|
|
|
: jakosci klasyfikacji
|

o Implementacja zaréwno
metody subtree replacement

Number of Leaves : 12 jak i subtree raising

Size of the tree : 23

L L o Skale przyciecia mozna

=== Summary === kontrolowaé poprzez zmiane
jednego z parametrow

Correctly Classified Instances 527 82.3438 %

Incorrectly Classified Instances 113 17.6563 %

Eksploracia danych, Drzewa i requly decyzyine
P _. W Politechnika todzka
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