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Dyskryminacja liniowa
Klasy separowalne liniowo

Funkcja dyskryminacyjna
(postac¢ ogdlna)

y(x)=w'x+w,

W

Klasa B

Przestrzen dwuwymiarowa  —linia
Przestrzen trojwymiarowa — ptaszczyzna
Przestrzen n-wymiarowa — hiperptaszczyzna Nx)<0 = xeB

Eksplaracja danych, Klasyfikatory liniowe
Politechnika todzka
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y(x)20 = xe4
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Funkcja liniowa — wektor wag

\"‘ © L, y(xl):y(xz):[}
yE)=w'x+w,

¥

T I

WT(Kl —12)20

b

lloczyn skalarny wektordéw o niezerowej
dtugoscijest rowny 0 tylko wtedy, gdy
wektory te sg ortogonalne (prostopadte).

¥

Wektor wag okresla orientacie hiperptaszczyzny decyzyjne;.

Eksplaracja danych, Klasyfikatory liniowe
Politechnika todzka
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Funkcja liniowa — odchyleniém |

M
\ T AR, R W,

Ditugos¢ rzutu
wektorax, na
kierunek
wektora w.

Parametr odchylenia okresla

potozenie hiperptaszczyzny
decyzyjnej.

Eksplaracja danych, Klasyfikatory liniowe
P _. W Politechnika todzka
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Odlegtosc punktu od linii ProsteJ .

afxd)— W X+ W,

Odlegtosé wektora
x, od proste]

;T ]

~ W
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T
¥ T W W
W X, =W X, +7
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y(xl) L
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Politechnika todzka

Eksplaracja danych, Klasyfikatory liniowe
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Uczenie klasyfikatora — regresja liniowa

X! Metoda najmniejszych kwadratow
AX 1- ]' L
Klasa ,A
X 2 ]. Q

v g } Klasa ,B" e Z( = Ax W)Y

Kwadrat btedu
(.
— W = [We:w]
Kodowanie zbioru
danych treningowych
Rozszerzony wektor wag

Eksplaracja danych, Klasyfikatory liniowe

N Politechnika todzka
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Rozwiniecie do przypadku wielu klas
1. Zestaw K—1 linii decyzyjnych 2. Zestaw K(K—1)/2 linii decyzyjnych

C, <> NieC,

Obszary niejednoznaczne

Eksplaracja danych, Klasyfikatory liniowe
Politechnika todzka
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rarmseh

Rozwiazaniedla problemu wielu klas

3. Zestaw K linii decyzyjnych - _
y(x) — funkcja przynaleznosci
wektora do danej klasy

Np.

»(xy)=0.3 — Wektor x,,
y2(x)=0.6 klasyfikujemy do C,
y3(xy)=0.1

Y1(X)2(X)

Eksplaracja danych, Klasyfikatory liniowe
[N Politechnika bodzka

8

P(X)5(x)




i KAPITAt LUDZKI T
NARDDOWA STRATEGIA SPOINOATI FUBRIDUST SPOLECTHY

Prezentacja multimedizina wspdtfinansowana przez Unie Europejska w ramach Europejskiego Funduszu Spolecznego

Regresja liniowa — ograniczénia

Wrazliwos¢ na wartosci Staba separacja
oddalone (ang. outliers) w przypadku wielu klas

S

Linie decyzyjne wyznaczone metoda najmnigjszych kwadratow.

Politechnika todzka

I FEksploracja danych, Kiasyfikatory liniowe
tut Elckironik 9
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Regresja a szacowanie Prawdopodoblenstwa -

Regresjaliniowa

Prly =1|x]=w, +w'x

Prawdopodobienstwo przynaleznosci
do klasy zakodowanej jako y=1.

Transformacja
zmiennej docelowej

!

Pr[y :..1 | x]
1-Prly=1|x]

Prly=1|x] — (In

%

I\.\'-\.
\

\

Funkcja logitowa

Regresja logistyczna

N Politechnika todzka

Eksplaracja danych, Klasyfikatory liniowe
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Regresja logistyczna

In Pr|y =0| x|
1-Pr|y=0| x|

!

Rozwiktanie modelu |

z
=W LW X

Pr[} _0 x] _ exp(w[] +fo)

IeE exp(wm + fo)

1

Pr[y:1|x]:

| exp(wﬂ s Tx)

Aproksymacja zmiennej docelowej okreslonej

funkcja logitowa przy uzyciu funkcji liniowej.

F
Politechnika todzka

Eksplaracja danych, Klasyfikatory liniowe
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Funkcja wiarygodnosci

L= i (1-¢,)log(1-Pr[1]x,])+ 7, log(Pr[1] x.])

—1
Maksymalizacja

l Jesli
Prll| x, |> Pr{0] x,, |

Parametry modelu
logistycznego = w, w,

- to wektor x,, zaliczamy do klasy
zakodowanejjako 1.

Eksplaracja danych, Klasyfikatory liniowe
o
N Politechnika todzka
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e e e e e e i (.

s e

aniu do zbioru Iy

Regresja logistycznaw zastos;:i-

SimpleLogistic: e .
Niekiedy wystarcza podprzestrzen atrybutéw do dobrej

ClassO: separacji wektorow danych z okreslonej klasy.

29.99 + ST |

| [petallength] *-9.96 +
[petalwidth] * -5.71
Class 1:

-6.15 +

[sepallength] * 1.67 +
[sepalwidth] * 0.82 +
[petallength] * -0.74 +
[petalwidth] * -1.28

Class2: |
-34.94 + === Stratified cross-validation ===
[sepallength] " -0.4 + et =
: === 3Summary ===
[sepalwidth] * -3.76 +
[peia:le.r;?;hl 1%'?3;"' Correctly Classified Instances 141 94 %
[petalwidth] " 10. Incorrectly Classified Instances 9 6 %

Eksplaracja danych, Klasyfikatory liniowe
P _. W Politechnika todzka

i %
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Porownywanie modeli

Obecnos¢ w modelu zmiennych nieistotnych zwieksza btedy

oszacowania wspotczynnikow istotnych zmiennych i w efekcie
pogarsza dopasowanie modelu.

Kryterium informacyjne Akaike (AlC)

(selekcja cech istotnych)

AlC.—. LI +p - Minimalizacja
B

RN |

Funkcja wiarygodnosci Liczba parametrow

Lepsza jakos¢ modelu

Eksplaracja danych, Klasyfikatory liniowe
Politechnika todzka

14



Regresja logistyczna z uzymemkryterl

SHF

um AIC — zbiér Iris

UNIA EUROPEISKA
EURCSE RSN
FUBIDUST SPOLECTMNY

5 KAPITAL LUDZKI

i E Fi

Bez diagnozy modelu ‘

Class 0 :
1 22T+

Class 0 :

2999+

[petallength] * -9.96 +
[petalwidth] * -5.71

Class 1 :

-6.15 +

[sepallength] * 1.67 +
[sepalwidth] * 0.82 +
[petallength] * -0.74 +
[petalwidth] * -1.28

Class 2 :

-34.94 +
[sepallength] * -0.4 +
[sepalwidth] * -3.76 +
[petallength] * 6.27 +
[petalwidth] * 10.89

[petallength] * -2.77 +
[petalwidth] * -5.71

Class1:

0.95 +

[sepallength]® 0.51 +
[sepalwidth] * -0.61 +
[petallength] * -0.12 +
[petalwidth] * -0.65

Class 2 :
2285+

[petallength] * 3.87 +
[Petalwidth] * 6.62

[sepalwidth] * -2.24 +

Uproszczenie modelu moze
/ przyczynic sie do poprawy
jakosci klasyfikacji.

Correctly Classified Instances
Incorrectly Classified Instances

/
/
/
/
/
/
/
/
’/f
/
/
1
'Correctly Classified Instances 145 96.6667 %
Incorrectly Classified Instances 5 3.3333 %
141 94 %
= 6 %

Politechnika todzka

Eksplaracja danych, Klasyfikatory liniowe
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Perceptron
Progowa funkcja aktywacji neuronu
Neuron
wyjsciowy %
1

0 ]
Wwix
—1

].l;o

/ \

Wezty wejsciowe

/.

Kodowanie klas

Klasa A" = 1
Klasa B" > -1

Regresja — estymowanie wartosci prawdopodobienstwa przynaleznosci do danej klasy

Reguta perceptronowa — ,po prostu” wyznaczanie hiperptaszczyzny decyzyjnej

Eksplaracja danych, Klasyfikatory liniowe
Politechnika todzka
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Uczenie perceptronu — modyf_i- kEIC]EI -m-l_'a

M e f e
Klasa ,—1" Nowa linia decyzyjna
-~ W
W
. W
@
@ :
X,
® ‘A s ©
[ ] fr ‘EF—XA
w Klasa ,1”
" —XA
/ >

Wektor x, z klasy ,—1" niepoprawnie
zaklasyfikowany do klasy ,1”

Eksplaracja danych, Klasyfikatory liniowe
[N Politechnika bodzka
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Reguta perceptronowa (de/ta) |

*  Przyjmij dowolnie poczatkowe wartosci wag (=0)

+ Powtoérz ponizsze kroki, az do momentu, gdy wszystkie wektory
danych ze zbioru treningowego bedg prawidtowo klasyfikowane:
— Dla kazdego wektora x; ze zbioru treningowego:
+ Jezeliwektor x; jest nieprawidtowo klasyfikowany:
— Jezeliwektor x; nalezy do klasy ,1” to wykonaj w + Xx;

— Jezeliwektor x; nalezy do klasy ,—1" to wykonajw + x;

+ Mozna wykazac, ze reguta jest zbiezna, jesli tylko zadanie jest
liniowo separowalne.

+ Czesto potrzeba powtorzyC adaptacje wag wiele razy dla tego
samego zbioru wektoréw treningowych. Pojedyncze przejscie przez
zbior danych nazywa sie epoka.

+ Predkosc¢ zbieznosci uczenia mozna kontrolowac stosujac
wspotczynnik diugosci kroku .

Eksplaracja danych, Klasyfikatory liniowe
Lo
P b W Politechnika todzka
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Klasyfikator perceptronowy w zastosowaniu do zbioru Iris
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ch sk

=== Classifier model (full training set) ===
Sigmoid Node 0
Inputs  Weights
Threshold -3.769559351070804
Attrib sepallength -1.32409409935167
Attrib sepalwidth 3.517848070574029
Attrib petallength -4.735447298859189
Attrib petalwidth -4.3724179715078195

Class Iris-setosa

Reguia perceptronowa

o W przypadku K>2 klas stosuje sie K perceptronow
potaczonychwsieé. Jednoczesnie tylko jeden
neuron wyjsciowy moze by¢ uaktywniony (=1).

o Perceptron stanowi punkt wyjscia do rozwazan na
temat sztucznych sieci neuronowych.

o Zamiast skokowej funkcji aktywacji mozna uzyc¢
tzw. funkcji sigmoidalnej . Wéwczas do uczenia

Input perceptronu stosuje sie algorytm wstecznej
Node 0 propagacji bfedu.
Class Iris-versicolor |
Input
P === Stratified cross-validation ===
Node 1 &
Class Iris-virginica Y
Input :
Node 2 Correctly Classified Instances 143 95.3333 %
Incorrectly Classified Instances A 4.6667 %

Funduszu Spolecznego

' Politechnika todzka

Eksplaracja danych, Klasyfikatory liniowe
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Liniowa analiza dyskryminacyjna

Klasa B

Klasa B

Zadanie liniowej analizy dyskryminacyjnej (LDA) polega na znalezieniu
W przestrzeniu cech kierunku zapewniajacego najlepsza mozliwa separacje klas.

l P

Eksplaracia danych, Klasyfikatory liniowe

Politechnika todzka
vl Ebckirnmki zﬂ
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Zmiennosc miedzygrupowa

Wektor sredni

—_ [_fﬂ): O 0 x®

e

12 Klasa B
=) __Z (7
X = xf

O

i

Miara zmiennosci miedzygrupowe]

W

Odlegtosc srednich wektorow klas wzdtuz kierunku a

Eksplaracja danych, Klasyfikatory liniowe
Politechnika todzka
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Zmiennosc wewnatrzgrupow

Macierz kowarianciji

S, = L S (Xs —E)(xi. —i)T #Pojedyncza

O, -173 klasa

1 .
W _—Q_sz:l:(Qﬁc_l)Sk

Miara zmiennosci wewnatrzgrupowej

f &
a Wa

dialna wspolfinansowana przsz Unie Europejska w ramach Europejskiego Funduszu Spobecznago

W
X

Rozproszenie wektorow wokot srednich wektorow klas w danym kierunku

' Politechnika todzka

Eksplaracja danych, Klasyfikatory liniowe
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Analiza LDA a klasyfikacja

Zadanie LDA Klasyfikacja

Znalez¢ taki kierunek a, ktory Nowy wektor x,, nalezy

maksymalizuje wyrazenie zaklasyfikowac do A jesli

AT_

AT AT_
AN XA‘*(

(aTiA —aTEB)Z g
. a X, —a X,

T
a Wa

odseparowanych klas.

Eksplaracja danych, Klasyfikatory liniowe
Politechnika todzka
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LDA w zastosowaniu do zbioru Iris

0.75 —+ 2 .g *pb11 report file [LDA analysis] <2009-01-12 22:43-42>
11 33 _* * Data file name: "IRIS SEL"
! N . 5 33 % * Selected features [4 out of 4]
1 i. 1 22 2 33;3 9 sepal length [#1/#1], p. mean= 5.84333E+000, p std= 8 28066E-001
1“ AR 2 % %3 sepal width [#2#2]; p.mean= 3.05400E+000, p.std= 4 33594E-001

petal length [#3/#3], p.mean= 3.75867E+000, p.std= 1.76442E+000

MDF 2 Thﬂ 2 322 333%3 :

{‘ 22‘ 3 petal width [#4/#4]; p.mean= 1.19867E+000, p.std= 7.63161E-001
111 ?2 22 23 3z 33 ; Feature vector standardized: NO
1B Projection matrix for MDF:
072 2 -2.04910E-001 8.98234E-003 -7.50750E-001 1.05258E-001
-2.47 MDF 1 2.30 -3.87143E-001 5.88999E-001 4.27339E-001 -3.69821E-001

4.42155E-001 -4.35665E-001
-2 41361E-001 8.13849E-001

0.46462E-001 -2.54287E-001
7 13785E-001 7.67032E-001

MDF (ang. most discriminative feature)

LDA dimensionality: 2
Missclassified data vectors: 5/130 [or 3.33%]

— Kierunek najlepiej rozdzielajacy klasy

Dla K klas mozna otrzymac co najwyzej
K-1 ortogonalnych kierunkow MDF

Eksplaracja danych, Klasyfikatory liniowe

Politechnika todzka
+t Elekinondk 24
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Nieliniowe granice migdzy klasami

Oryginalna przestrzen cech Przestrzen cech po nieliniowe] transformacii
142 TS

g
—t

Problem nieliniowej separacji klas mozna rozwigzac za pomoca klasyfikatorow

linlowych po zastosowaniu nieliniowe]j transformacji przestrzeni cech.

Eksplaracja danych, Klasyfikatory liniowe
P _. W Politechnika todzka

25



ﬁ KAPITAL LUDZKI T H
NARGDOWA STRATECLA MO0k FUBIDUST SPOLECTMNY

m na wspotfinans

Nieliniowa transformacja przestrzeni cech

rarmseh

Przyktadowa transformacja
przestrzenicech

» duza ztozonosc¢ obliczeniowa, zwtaszcza dla duzych

wymiarow oryginalnej przestrzeni atrybutow
* niebezpieczenstwo nadmiernego dopasowania

Odpowiedzig na te problemy jest algorytm wektorow
podpierajgcych (ang. support vector machines)

Eksplaracja danych, Klasyfikatory liniowe
[N Politechnika bodzka
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Algorytm Support Vector Machines

Perceptron SVM

W algorytmie SVM konstruowana jest hiperptaszczyzna decyzyjna

w kierunku ortogonalnym do kierunku najwiekszego marginesu
rozdzielajacego klasy (ang. optimal margin hyperplane).

Politechnika bodzka

l FEksploracja danych, Kiasyfikatory liniowe
rrstytuit Elrkirond ki 2]
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=rnzch

s

Konstrukcja optymalnej hiperplaszczyzny |
Rownanie hiperptaszczyzny

X)=w x+Ww,

!

Wx)=b+ S atx. x

i—indeks wektora podpierajacego

Wspétczynniki a; znajdowane poprzez

T \ rozwigazanie zadania kwadratowej ®
[ ' l 3 . - - =

Wi optymalizacja z ograniczeniami... (!)

S Na szczescie istniejg gotowe implementacje
Wektory podpierajgce sEaan S
MAL 4 —> sequential minimal optimization (SMQ)
Eksplaracja danych, Klasyfikatory liniowe
P u ] F"i]!ll%!{ hpika{{':dfkd
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Funkcje jadra
Transformacja wektoréw danych lloczyn skalarny w oryginalnej przestrzeni cech
x > O(x L
(x)

lloczyn skalarny w przestrzeni transformowanej

(DT(X:')'(D(XJ) ) K(waj)

K — funkcja jadra (ang. kernel function)

Wielomianowe funkcje jadra Radialna funkcja jgdra
— L . : 4 SEa 3 .
K(X“Xj)—(}{f KJ_) K(xr.,xj)zexp | X,
K(Xf,xj):(xf-xj+lr :

Eksplaracja danych, Klasyfikatory liniowe
=
N Politechnika todzka
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..........

Hiperpowierzchnia decyzjna

Zalety algorytm SVM

y(x): b+ Z afffK(Kf > K)
i—indeks wektora podpierajacego o Granica decyzyjna konstruowana jest

w oparciu o niewielka liczbe wektorow

podpierajacych

- mate ryzyko nadmiernego

dopasowania

- odpornosc¢ na wektory oddalone (ang.

outliers)

o Dzieki zastosowaniu funkcji jgdra
mozliwe jest rozwigzywania problemow
nieliniowych bez zwiekszania stopnia
ztozonosci obliczeniowej.

15 0.25 2

Eksplaracja danych, Klasyfikatory liniowe
Politechnika todzka
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