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Zagadnienia wykiadu

Przeksztatcenia wstepne
(ang. data pre-processing)

Oczyszczanie danych

Redukcja wymiaru danych

.

Selekcja cech Ekstrakcja cech

\2
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Przeksztatcenia koncowe
(ang. data post-processing)

Metody redukcji btedow

Kombinacje modeli (tzw.
komitety)

Wizualizacja danych
wielowymiarowych

A4
Boosting

Bagging
Stacking

™A Politechnika todzka

Instytut Elektroniki
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Wizualizacja danych — wymiar 1D
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000 . Histogramy cech |
GrMean 1 S ey D IDIfENtrp 5(3,0)Correlat
95
63
op 63 T 57 6l 58 .,
1l 47 44 46 .
24 il
s | Ruds ene Rozproszenie
6.81 1221 17.62 || -0.25 0.73 || 12 ["X: 5(2,0)Correlat (Num) e 3
5(3,0)Contrast S(2,0)DifEntrp S(2,0)Carrelat [ Colour: category (Nom) [#) [ select Instance =]
Reset ( Clear ) ( Open ) ( sSave ) S

55
44 48 50 4o

g 24

13 13,1

B1.77
5(1,0)DifEntrp

162.55 263.33 1.1

S(1,0)nvDfMom

1.29

50
51 53
42 2

Jitter

Plot: GR_HW _PB_fisher

1 %

category
256

Class colour

grass

herringbone weave
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Wizualizacja danych - 2D i 3D

: - Modut 3D feature space - MaZda
Opcja Analysis 2Raw data — b11 5 Cle=ke Y,

040 2

[l D Fbd o

00
.81

Grtdean

Jak zobaczy¢ dane n-wymiarowe
w catosci?

Eksploracja danych, Przeksztatcenia danych
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Transformacja wektorow cech

Zbidr wektorow Macierz transformacji

w oryginalnej N-wymiarowej _ _
przestrzeni cech Wig oo Wy e Wiy

X =% Jow —) VeV W W

Q — liczba wektoréw danych
N — liczba cech

Kierunki w nowej przestrzeni cech posiadajg

Zbior wektorow danych w nowej, okreslone wtasciwosci algebraiczne (np. sg
rowniez N-wymiarowej wzgledem siebie ortogonalne) i statystyczne
przestrzeni agregatow cech. (przechowujg pewng porcje wariancji zbioru
danych). Kolejnos¢ wyznaczonych kierunkéw
A = [ai,j]QxN ma znaczenie.

Eksploracja danych, Przeksztatcenia danych

Politechnika todzka
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Analiza gtownych skladowych (PCA)

) a, — kierunek najwieksze;
S ° wariancji (inacze;
® ) zmiennosci lub odchylenia
® e ® & g $redniej)

a, — kierunek prostopadty
do a4

Sumaryczna wariancja
wzdtuz nowych kierunkow
jest rowna wariancji wzdtuz
kierunkow oryginalnej
przestrzeni cech.

PCA (ang. principal component analysis) — obroét uktadu wspotrzednych w taki sposob,
aby zmaksymalizowac wariancje wektoréw danych wzdtuz kolejnych wspotrzednych.

Eksploracja danych, Przeksztatcenia danych

Politechnika todzka
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Macierz transformacji w analizie PCA

Macierz wektorow danych

Wyznaczenie wektorow wtasnych

macierzy kowariancji

X= [Xij ]QXN y J
ALA,, A

oraz stowarzyszonych z nimi
Macierz kowariancji wartosci wtasnych
- _
o .0 .0
.51 &G 51: N 21’2’2""’1N
L=|0:0, Wektor wtasny skojarzony z najwiekszg

wartoscig wlasng wyznacza pierwszy
kierunek w nowej przestrzeni cech.

05,05\ e _\
Kowariancja zmiennych ¢; a fj =

okresla stopien liniowej zaleznosci Wariancja wektoréw danych
miedzy cechami wzdtuz kierunku fj

Eksploracja danych, Przeksztatcenia danych

M0 Politechnika todzka
Instytut Elektroniki 7



Zastosowanie PCA do wizualizacji danych
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™ O O Weka Explorer: Visualizing GR_HW_PB_fisher_principal components-weka.filters.unsupervised.attribute.Principa...

[ % -0.335(2,0)DifEntrp+0.3265(2,0)Correlat-0.3265... lﬂ [y 0.871S(0,4)Correlat-0.2485(1,0)lnvDfMom+0.2225... |+l

[ Colour: category (Nom)

|+l [ Select Instance
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Plot: GR_HW_PB_fisher_principal components-weka.filters.unsupervised.attribute.PrincipalComponents-R0.95-A5-M-1

Class colour

grass

herringbone weave

Pierwsza sktadowa gtéwna

X
Y

s e

ok

=i
- AR 75
h

;.';E..";.

)

5 §

Jakg liczbe sktadowych

gtownych wybrac do
dalszej analizy?
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Wariancja danych w nowe]j przestrzeni

Porcja wariancji zbioru danych reprezentowana przez

poszczegdlne sktadowe gtowne [%)] Wariancje skiadowej giownej

wyznacza skojarzona z nim wartosc¢

wtasna macierzy kowariancji

70% oryginalnego zbioru wektoréw cech.
60% X — .
\ * Results [principal component analysis]
50% \ Eigenvalues of data covariance matrix:
40% 5.05278E-002
2.53293E-002
£ 2.49567E-003
20% 1.67894E-003
\ 6.57158E-004
0,
\ e
0% . T —————— 1.32917E-004 h I 1
Q Q 4 5 6 7 8 9 10 8.78142E-005
Numer skiadowej glownej 565626005 | M
3.25309E-006

Zwykle, kilka pierwszych gtéwnych sktadowych przechowuje wiekszos¢ wariancji zbioru danych.

Eksploracja danych, Przeksztatcenia danych

M0 Politechnika todzka
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Zastosowanie analizy PCA do redukcji wymiaru danych

Ekstrakcja cech: transformacja oryginalnej przestrzeni atrybutow do nowej
przestrzeni 0 mniejszym wymiarze

Czesc¢ catkowitej warianciji zbioru danych w kolejnych
sktadowych gtownych (wartosci skumulowane) [%]

100% W
95% N
90% ’, \

85%

80% /
75% /
70% /
65% ‘/

60%

55% T T T T T T
1 2 3 4 5 6 7 8 9 10

Numer sktadowej gtéwnej

Arbitralnie ustalony prog
(wspotczynnik wymiarowosci
liniowe)):

— okresla, jaka czes¢
catkowite] wariancji zbioru

danych ma zosta¢ zachowana
po transformaciji

— wyznacza liczbe
sktadowych gtownych —
wymiar nowej przestrzeni cech

M0 Politechnika todzka

Instytut Elektroniki
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Liniowa analiza dyskryminacyjna

Analiza LDA — metoda klasyfikacji liniowej, polegajgca na wyznaczeniu kierunkow

w przestrzeni cech, ktore najlepiej rozdzielajg dane. W przypadku K klas,
maksymalna liczba takich kierunkéw wynosi zawsze K-1.

Jezeli wymiar oryginalnej przestrzeni
cech N > K-1, to po zrzutowaniu
wektorow danych na kierunki

wyznaczone przez LDA uzyskujemy
efekt redukcji wymiaru danych.

Kierunek najlepiej
rozdzielajgcy klasy Ai B

Eksploragia danych, Przeksztatcenia danych

Politechnika todzka

Instytut Elektroniki 11
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Porownanie transformacji PCA i LDA

PCA wyznacza kierunki
najwiekszej zmiennosci -
cechy najbardziej
reprezentatywne (ang. Most
Expressive Features, MEF).

LDA wyznacza kierunki
najlepszej separacji klas -
cechy najbardziej
dyskryminujgce (ang. Most
Discriminative Features,
MDF).

W przypadku analizy PCA, przynaleznosc¢ wektorow danych do konkretnej klasy nie jest brana pod

uwage. Dlatego PCA stosuje sie czesto jako metode nienadzorowanej redukcji wymiaru danych.

Eksploracja danych, Przeksztatcenia danych

M0 Politechnika todzka
AR Instytut Elektroniki 12
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Przykiad — klasyfikacja wektorow danych po ekstrakcji cech

015

016

MEF 3 MDF 21
019k -
0.7 045
—— 0
0.25 011
3 085 £1.29877H 3 ¢ MOF 1
e e eyt e

3 -2.48578E-002 -1.70643E-001 3.35569E-002 2.06922H

3 -1.29480E-001 -1.85168E-001 -2.47463E-002 -5.25038H
> 1-NN classification of MEFs
Missclassified data vectors: 26/768 [or 3.39%]
Sample No: 14; Category: 1; ClassResult: 3
Sample No: 20; Category: 1; ClassResult: 3
Sample No: 23; Category: 1; ClassResult: 3
Sample No: 63; Category: 1; ClassResult: 3

3 3,77133E-003 -7,58219E-002
> 1-NN classification of MDFs
Missclassified data vectors: 46/768 [or 5.99%]
Sample No: 4; Category: 1; ClassResult: 3
Sample No: 9; Category: 1; ClassResult: 3
Sample No: 13; Category: 1; ClassResult: 3
Sample No: 26; Category: 1; ClassResult: 2

I

Eksploracja danych, Przeksztatcenia danych

M0 Politechnika todzka
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Transformacja losowa

Agg =X

R Wybor elementdéw macierzy
N xd

QxN transformacji jest losowy.

Przykfad

[ +1 Prfr, =1]=1/6
r,=+3-5 0 Prlr, =0]=2/3

Kierunki w nowej przestrzeni cech sg prawie \_1 Pr[rij =-1]=1/6
ortogonalne (o ile jest ich duzo).

Wzgledne odlegtosci pomiedzy wektorami
danych pozostajg w przyblizeniu takie same.

Btad klasyfikacji wektoréw
W przestrzeni po transformacji
jest wiekszy niz w przypadku

analizy PCA, ale ztozonosc¢

[, =X,||=vd /n|x,R—x,R| obliczeniowa transformacji
losowej jest mniejsza.

Eksploracja danych, Przeksztatcenia danych
(L-';
M0 Politechnika todzka
Instytut Elektroniki 14
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Transformacja losowa — przykiad

=== Stratified cross-validation ===
=== Summary === Transformacja losowa Klasyfikator: SVM
z liniowg funkcjg
Correctly Classified Instances 710 92.4479 % jadra
Incorrectly Classified Instances 58 7.5521 %
Kappa statistic 0.8867
. : === Stratified cross-validation ===
=== Confusion Matrix === PCA
=== Summary ===
a b ¢ <-classiiedas Correctly Classified Inst 719 93.6198 %
228 15 13| a=grass I corre >t/I (ijllSSI '_‘;-‘_ dnlS inces 49 6 5802 % 0
15241 ‘0| bB=heningboneLw ncorrec y. ?.SSI ied Instances : 0
Kappa statistic 0.9043

13 2241 | c = plastic_bubbles

=== Confusion Matrix ===

Zbiér danych: 3 klasy, 256
wektorow danych w klasie,
250 cech tekstury

a b c <--classified as
243 3 10| a=grass

10246 0| b = herringbone_weave
24 2230| c = plastic_bubbles

Eksploracja danych, Przeksztatcenia danych

Politechnika todzka

Instytut Elektroniki 15
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Oczyszczanie danych

Bardzo czesto dane zawierajg btedy, szum, wartosci i wektory
oddalone (ang. outliers), artefakty oraz inne anomalie.

Techniki oczyszczania danych majg za zadanie zwiekszyc¢ wiarygodnosc zbioru
danych, a przez to poprawi¢ jakosc i skutecznosc¢ algorytmow uczacych sie.

Usuwanie ,szkodliwych” _
wektorow danych Dodawanie szumu

/ Detekcja anomalii

Uodpornianie na
wektory oddalone

Eksploracja danych, Przeksztatcenia danych

Politechnika todzka

Instytut Elektroniki 16
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Usuwanie ,, szkodliwych wektorow”

1.

Zbior
treningowy

XQxN

2.

Uczenie
klasyfikatora

Btad klasyfikacji €,

3.
Zbior treningowy bez
wektorow zle
sklasyfikowanych
X(Q—F )xN
4,
Uczenie
klasyfikatora

Btad klasyfikacji €, =0

sklasyfikowanych wektoréw

Prezentacja multimedialna wspoffinansowana przez Unie Europejska w ramach Europejskiego Funduszu Spotecznego
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Poprawa klasyfikacji przez usuniecie ,szkodliwych” wektorow

Przed...
=== Evaluation on test set ===
=== Summary ===
Correctly Classified Instances 118 92.1875 %
Incorrectly Classified Instances 10 7.8125 %
Kappa statistic 0.8829
Total Number of Instances 128

... po usunieciu zle
sklasyfikowanych wektorow

Zbior danych: 3

Klasy, 128 wektorow === Evaluation on test set ===
danych w klasie, 10 === Summary ===
cech tekstury »
Correctly Classified Instances 123 96.0938 %
- : Incorrectly Classified Instances 5 3.9063 %
Trening: 2/3 zbioru Kappa statistic 0.9414
Test: 1//3 zbioru Total Number of Instances 128

Eksploracja danych, Przeksztatcenia danych

Politechnika todzka
Instytut Elektroniki
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Dodawanie szumu

Zbioér danych treningowych Zbioér danych testowych
(pozbawiony szumu) (obserwacje moga zawiera¢ szum)
Uczenie Testowanie

> Klasyfikator

Klasyfikator w trakcie uczenia nie Sztuczne dodawanie szumu do
nabywa odpornosci na ‘ zbioru uczacego

zaktécenia, ktére mogg miec

miejsce podczas akwizycji
danych w rzeczywistych
zastosowaniach.

Jezeli jednak atrybut klasy zawiera szum, to

trening nalezy przeprowadzic¢ na ,czystym”
zbiorze danych.

Eksploracja danych, Przeksztatcenia danych

Politechnika todzka

Instytut Elektroniki 19
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\ Wektory oddalone —
statystycznie
niewiarygodne elementy
zbioru danych; potencjalne
artefakty.

W przypadku 2 lub 3 wymiarow,
wystarcza czesto wizualizacja
danych, aby samodzielnie wykryc
wektory oddalone. W przypadku

wiekszej liczby wymiardow, nalezy
przeprowadzi¢ wczesniej analize
PCA.

Automatyczne wykrycie wektoréw oddalonych:
- obliczanie odchylenia od srednigj
- obliczanie odlegtosci od prostej aproksymujgcej dane

™A Politechnika todzka

Instytut Elektroniki
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Detekcja anomalii

Arbitralne usuniecia wektora oddalonego lub Zle klasyfikowanego — bez
konsultacji z ekspertem w danej dziedzinie — moze by¢ btedem. Dane mogg
by¢ wiarygodne, tylko zastosowany model klasyfikatora do nich nie pasuje.

Metoda gtosowania (ang. voting ensemble)

X; — ,podejrzany” wektor danych

Klasyfikator #1 Syfikator: ; Klasyfikator #3

Jesli kazdy algorytm popetnia btgd na X;, to mozna taki wektor odrzucic.

Eksploracja danych, Przeksztatcenia danych

Politechnika todzka

Instytut Elektroniki 21
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Komitety klasyfikatorow — metoda Bagging

Losowanie Q wektorow ze zwracaniem

bagging = bootstrap
with aggregating

Zbior Q Wektorow: Wektory
 danveh ‘ treningowe (moga
— sie powtarzac)

~ Symulacja procesu
losowania préby
l wektorow z
przestrzeni danych.
Procedure losowania wykonuje sie T razy.

¥

T-krotne uczenie
wybranego

Gtosowanie: wektor testowy

otrzymuje etykiete klasy, ktéra

klasyfikatora uzyskata najwiecej gtosow.

Eksploracja danych, Przeksztatcenia danych
(L-';
M0 Politechnika todzka
Instytut Elektroniki 22
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Bagging a klasyfikacja uwzgledniajaca koszt

W przypadku klasyfikatorow probabilistycznych, dajgcych na wyjsciu zestaw
prawdopodobienstw przynaleznosci wektora danych do poszczegolnych klas,

kohcowa decyzja komitetu klasyfikatorow podejmowana jest na podstawie
usrednionych wartosci tych prawdopodobienstw.

analizy dziatania klasyfikatora.

Algorytm MetaCost

Uczenie nowego pojedynczego

Konstrukcja klasyfikatora klasyfikatora na podstawie zbioru danych,
metodg bagging uwzgledniajgcego koszt predykciji
\ Ponowne zaetykietowanie
wektorow danych w celu
minimalizacji kosztow predykciji

Eksploracja danych, Przeksztatcenia danych

Politechnika todzka

Instytut Elektroniki 23




NARODOWA STRATEGIA SPOINOSCI FUNDUSZ SPOLECZNY

E KAPITAL LUDZKI N

Prezentacja multimedialna wspoffinansowana przez Unie Europejska w ramach Europejskiego Funduszu Spotecznego

Randomizacja klasyfikatorow

Podobne efekty, ktore daje metoda Bagging, mozna uzyskac¢ poprzez
wykorzystanie stochastycznych elementoéw klasyfikatoréw.

Przyktad

W przypadku, gdy algorytm uczenia
| klasyfikatora jest deterministyczny, mozna
od poczatkowego wyboru wag. poddac go procedurze randomizaciji.

Np. w algorytmie SVM, wielomianowa lub

Wielokrotne wykonanie uczenia, _ e vet 1H
radialna funkcja jgdra wymaga okreslenia

z roznym wektorem wag
poczatkowych pozwoli na bardziej
stabilne wyniki klasyfikaciji.

parametru wyktadnika. Parametr ten najczescie;
ustala sie arbitralnie. Mozna zatem réwnie
dobrze wylosowac.

Ostateczna decyzja o klasie wektora testowego ustalana
jest albo poprzez gtosowanie, albo przez usrednianie.

Eksploracja danych, Przeksztatcenia danych

Politechnika todzka
Instytut Elektroniki 24




NARODOWA STRATEGIA SPOINOSCI FUNDUSZ SPOLECZNY

ﬁ KAPITAL LUDZKI N

Prezentacja multimedialna wspoffinansowana przez Unie Europejska w ramach Europejskiego Funduszu Spotecznego

Wzmacnianie najlepszych w komitecie — metoda Boosting

#2

Klasyfikator

#3
Waga #3 =0.1

Waga #1 = 0.7

Klasyfikator

Klasyfikator
#1

A4

Klasa B Klasa B

Klasa A

Decyzja: wektor testowy nalezy do klasy A

Bagging

Klasa jest wyznaczana motodg gtosowania

Komitet sktada sie z klasyfikatorow tego samego typu
(np. drzewa lub reguty decyzyjne)

Kazdy kolejny model
klasyfikatora uczony jest
tak, aby nie popetniat

Oddzielne uczenie
poszczegolnych

AEBILENEIE] bledéw poprzednikéw
Najlepsze klasyfikatory
Kazdy klasyfikator jest LIS ] )

decydujacy gtos podczas
decydowania
o klasie wektorow

jednakowo istotny

Jak uczynic kolejne klasyfikatory

komplementarnymi wzgledem siebie?

M0 Politechnika todzka
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Algorytm AdaBoost.M1

2. Uczenie m—tego klasyfikatora
> z uwzglednieniem wag <
wektorow danych

5. Normalizacja wag wszystkich
wektorow danych

1. Wektory danych otrzymujg
wagi o jednakowej wartosci

v

3. Wyznaczenie btedu e,...
Jesli e, (0, 0.5), to uczenie

konczy sie. — Z W;tare
_ ) i=L..Q i

l WXi - WXi Z wnowe
i=L.Q X

4. Wyznaczenie nowych wag
poprawnie sklasyfikowanych l’
wektorow danych:

6. Ustalenie waga klasyfikatorow
e
W, =w,_-m
X X; (1_ em) WC _ Iog ; em
! —€

m
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Boosting — jak to dziata?

2. Uczenie m—tego klasyfikatora 4. Wyznaczenie nowych wag
z uwzglednieniem wag wektorow danych poprawnie sklasyfikowanych
wektorow danych.

Niektore algorytmy klasyfikacji sg ze swej
istoty dostosowane do uwzgledniania wag o :
wektorow (C4.5, SVM). W pozostatych 2 Norma“lf taCJ,a Wc?g Wsﬁ Yl
przypadkach trzeba zbior zawierajgcy wagi CiEhalelfeloRe 1aVie
odpowiednio przeksztatci¢ do zbioru

bezwagowego - np. poprzez losowanie Wektory poprawnie sklasyfikowane powinny miec
wektoréw ze zbioru treningowego, przy czym mniejszy udziat w uczeniu kolejnych
prawdopodobienstwo wylosowania wektorow klasyfikatorow. Dlatego ich wagi sg zmniejszane.
o wiekszych wagach jest odpowiednio Normalizacja zapewnia z kolei zwiekszenie wag
wieksze. wektorow Zle sklasyfikowanych.

6. Ustalenie waga klasyfikatoréw

Waga klasyfikatora (i jego wptyw na decyzje catego komitetu) ustalana jest na podstawie popetnianego
btedu. Bezbtedne klasyfikatory nie sg jednak w ogdle brane pod uwage.

Eksploracja danych, Przeksztatcenia danych
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Przykiad — zbior obrazow tekstur

Wyniki klasyfikacji

=== Stratified cross-validation === .
z zastosowaniem algorytmu 1-R

=== Summary ===

Correctly Classified Instances 206 80.4688 %
Incorrectly Classified Instances 50 9.5313 %
Kappa statistic 0.7396

Wyniki klasyfikacji z zastosowaniem
algorytmow 1-R oraz AdaBoost.M1

=== Stratified cross-validation ===
=== Summary ===

Correctly Classified Instances 222 86.7188 %

=== Stratified cross-validation === Incorrectly Classified Instances 34 13.2813 %
=== Summary === Kappa statistic 0.8229

Correctly Classified Instances 207 80.8594 % Wyniki klasyfikaciji z zastosowaniem

Incorrectly Classified Instances 49 19.1406 % algorytméw 1-R oraz metody Bagging

Kappa statistic 0.7448 1

Eksploracja danych, Przeksztatcenia danych
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Kombinacja roznych klasyfikatorow — metoda Stacking

Stacking (ang. stacked generalization) — uogdlnianie warstwowe

Metauczen
(klasyfikator nadrzedny)

Klasyfikator #1 Klasyfikator #2 Klasyfikator #3

(C4.5) (1-R) (SVM)

N-wymiarowe Wektory danych

W przypadku 3 klasyfikatoréw

dajgcych na wyjsciu jednoznaczne
wskazanie na kategorie
klasyfikowanego wektora,
metauczen ma na wejsciu wektor o 3
sktadowych nominalnych.

W przypadku m algorytmow
obliczajgcych prawdopodobienstwo
przynaleznosci wektorow do K klas,
wektor danych dla metaucznia
posiada K*m sktadowych
rzeczywistych.

Gtosowanie jest zastgpione decyzjg nadrzednego klasyfikatora, ktéry moze nauczycC sie rozpoznawania

bardziej i mniej wiarygodnych algorytmow podrzednych.

M0 Politechnika todzka
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Uczenie metaucznia

Sposob 1 — niezalecany Sposbb 2 — wihasciwy
Zbior danych podzielony na dwie niezalezne
Zbiér danych treningowych w cato$ci CZgSCi:
wykorzystywany do konstrukciji 1. Czesc¢ uczaca klasyfikatory podrzedne
klasyfikatoréw podrzednych. (np. 66% catego zbioru danych)
2. Czes¢ testowa (np. 33% oryginalnego zbioru)
Wyjscia klasyfikatorow dla do testowania klasyfikatorow podrzednych
poszczegolnych wektorow danych
wraz z odpowiadajgcymi im etykietami Wyjscia klasyfikatoréw dla poszczegdlnych
klas tworzy zbiér danych treningowych wektorow danych z czesci testowej wraz z
dla metaucznia. odpowiadajgcymi im etykietami klas tworzy

zbior danych treningowych dla metaucznia.

Problem: jeden z klasyfikatorow, np.
taki, ktory nadmiernie dopasuje sie do Problem: klasyfikatory podrzedne nie
danych, moze zdominowac zaufanie wykorzystujg w catosci zbiorow danych
metaucznia. treningowych

Jaki algorytm wybrac¢ do nauki klasyfikatora nadrzednego? Mozliwie jak najprostszy.

Eksploracja danych, Przeksztatcenia danych
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Metoda Stacking w zastosowaniu do zbiorow tekstur

=== Stratified cross-validation ===
=== Summary === Algorytm 1-R
Correctly Classified Instances 206 80.4688 %
Incorrectly Classified Instances 50 9.5313 %
Kappa statistic 0.7396
=== Stratified cross-validation === === Stratified cross-validation ===
=== Summary === Algorytmy 1-R oraz Bagging === Summary === AdaBoost.M1
Correctly Classified Instances 207 80.8594 % Correctly Classified Instances 222 86.7188 %
Incorrectly Classified Instances 49 19.1406 % Incorrectly Classified Instances 34 13.2813 %
Kappa statistic 0.7448 Kappa statistic 0.8229
=== Stratified cross-validation ===
=== Summary === Stacking Metauczen: C4.5
Algorytmy podrzedne: naiwny klasyfikator
Correctly Classified Instances 207 90.9091 % Bayesa, SVM, 1-R
Incorrectly Classified Instances 49 9.0909 %
Kappa statistic 0.8781
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