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Cwiczenie 1.

Wykorzystanie sieci neuronowych wielowarstwowych do
segmentacji obrazow biomedycznych.
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1 Wprowadzenie

Przedmiotem¢wiczenia jest segmentacja obrazéw biomedycznycly pigkorzystaniu
wielowarstwowych, jednokierunkowych sztucznych sieeuronowych.Cwiczenie ilustruje
wszystkie podstawowe etapy procedury rozpoznawarbajmujc proces tworzenia bazy
danych, na podstawie ktorej budowany jest systezpaznawania, fazwyznaczania opisu
ilosciowego obrazéw, faz treningu klasyfikatora i faz wykorzystania wytrenowanego
klasyfikatora do przeprowadzenia procesu rozpoznawa

Cwiczenie umaliwia zaznajomienie siz przebiegiem catego procesu klasyfikacji danych
oraz daje maiwos¢ wdrazania wkasnych pomystow w zakresie tworzenia opliséciowego
obrazow, odpowiedniego dla celéw rozpoznawania.

1.1 Charakterystyka srodowiska programowego éwiczenia

Dla celow ilustracji kolejnych czynioi procesu konstruowania systemu automatycznego
rozpoznawania obrazéw, przygotowane zostaly trogm@amy, napisane wjyku Matlab®.
Pierwszy z nich, o roboczej nazwie GBW (generatazybwiedzy) stanowi nagdzie
tworzenia bazy wiedzy, stanaye) podstaw dla realizacji automatycznego rozpoznawania
obrazow. Baza wiedzy to zbior obszaréw obrazu, wakgch przez eksperta jako probki
reprezentatywne kategorii rozsamych w rozpoznawaniu. Drugi z programow, 0 robpcze
nazwie PKN (projektant klasyfikatora neuronowegshizy do zbudowania klasyfikatora
obrazu i obejmuje funkcje: olkdlenia cech iléciowych, shiacych do opisu fragmentow
analizowanego obrazu, oktenia struktury sieci neuronowej, stanqeej klasyfikator oraz
wytrenowania sieci. Trzeci z programoéw, o roboazagwie KN (klasyfikator neuronowy)
pozwala na realizagjklasyfikacji danych, za pomacsieci neuronowej zaprojektowanej i
wytrenowanej przy kyciu programu PKN.

1.1.1 Przygotowanie bazy wiedzy

Pierwszy z przedstawionych programow (GBW) jestpraczony do konstruowania bazy
przyktadow, ktore bda stanowity punkt wyjcia dla procedury wyboru cech opigtych
obrazy i tworzenia klasyfikatora. Okno gtdbwne pragu, przedstawione na rys. 1, zawiera
zbior narzdzi, pozwalajcych na wczytanie obrazu, wskazanie w nim obszavawanych za
reprezentatywne dla zdych klas, rozwzanych w rozpoznawaniu (ograniczona do dwoch
klas) oraz zapisanie utworzonej bazy danych nauwysk

Wybo6r obrazu, stanowgéego punkt wyjcia dla tworzenia bazy wiedzy nestije po
wcisnieciu (,kliknieciu”) przycisku ,Wczytaj obraz”. W efekcie, pojawsic standardowe
okno dialogowe przegtlania zasobdéw komputera, pozwate na wskazanie i wybor
odpowiedniego pliku graficznego.
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Rozmiar okna

Rysunek 1. Okno programu do tworzenia bazy wiedpyoblemie rozpoznawania obrazow.
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-;I Wiczytal obraz

[Diodaj do klasu A

Dodaj do klasy B

Zapisz przyktady
Falhl

Fazmiar okna

Rysunek 2. Okno programu GBW po wczytaniu obrazu.
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Po weczytaniu obrazu (rys.2)zytkownik programu mge zdefiniowg rozmiar okna,
definiujacy analizowany rozmiar obrazu (pole tekstowe z ietyk,Rozmiar okna”), ktory
domyélnie ustawiony jest na waré r=10 (okno ma wartd 2*r+1, a wkc dla domylnej
wartasci okno jest kwadratem o boku 21 pikseli). Oknozmby¢ przesuwane po powierzchni
obrazu przy #myciu dwdéch suwakdéw: pionowego i poziomego.zele obszar obrazu
znajdupcy sk wewrtrz obszaru okna jest uznany za reprezentatywn¥ldkiy, stanowicej
przedmiot zainteresowania zadania klasyfikacji, ipeem on sta sie elementem zbioru
probek reprezentatywnych klasy. Zapisanie tego aosazv bazie danych naguje po
wcisnieciu przyciusku ,Dodaj do klasy A”. Wszystkie probkibrazu, ktore stanowi
reprezentatywne elementy nie nalee do rozwaanej klasy, powinny ky umieszczone w
~-Komplementarnym” obszarze bazy wiedzy, co jestaigkvane poprzez wskazanie takiego
obszaru i wdiniccie przycisku ,Dodaj do klasy B”. Po zaktzeniu procesu wybierania
obszaréw obrazu, utworzona baza wiedzy jest zagisgwv pliku dyskowym po wémigciu
przycisku ,Zapisz przyktady”.

1.1.2 Utworzenie klasyfikatora

Okno programu PKN, shacego do projektowania klasyfikatora, przedstawiomerys.3,
pozwala na realizagjpodstawowych krokow procedury budowania systemasyikaciji
danych. Procedura ta rozpoczyna\sczytaniem bazy wiedzy, stanawej zbior informacji,
na podstawie ktorego budowamnydizie klasyfikator (przycisk ,Wczytaj dane”).

‘i czyta) dane Liczba prayktadéw & 7 Liczba prayktadow B: 7
Wt h
YENAEE FEChy [ Cechal [~ Cecha?2 [~ Cecha3 [~ Cechad
Parametmy sieci Piemnygzza warzbwa 1 Druga warstwa 1 Trzecia wargtwa 1
whuniki klazufikacii - zbidr treningaw Wwhyniki klazfik acii - zbidr testowy
Bledre: 7 Bledre: 7
Trenuj klazyfikator
Poprawmne: 7 Poprawmne: 7

Rysunek 3. Okno programu do projektowania klasyfika
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Wczytane dane to utworzone w poprzedniegscz macierze danych, odpowiadeych
wybranym fragmentom obrazu klas A i B. Wyznaczenieztego opisu zawartgi tych
macierzy, dokonywanego przy pomocy ceclidiowych (w programie PKN mago by nie
wiecej niz 4 r&ne cechy), nagpuje po zaznaczeniu odpowiedniego okienka wyboru i
wcisnigciu przycisku ,Wyznacz cechy” (rys. 4). W programaeamplementowano dwie proste
cechy wyznaczane dla macierzy: waétdrednp poziomu jasneci (,Cecha 1”) i wartécé
sredng koloru (,Cecha 27).

Wyznaczone wartei cech stanowi wektory danych weégiowych dla procedury treningu
klasyfikatora. Klasyfikatorem jest <ie neuronowa jednokierunkowa, o strukturze
trojwarstwowej, maliwej do zdefiniowania przez zytkownika programu, przy ayciu
odpowiednich pdl informacyjnych. Wpisanie w odpogviee pole wartéci liczbowej oznacza
umieszczenie w danej warstwie takiej liczby neumno

Po zdefiniowaniu struktury sieci, uruchomiona zpstprocedura treningu Kklasyfikatora
(przycisk , Trenuj klasyfikator”). Wyniki treninguaswyswietlane w polach informacyjnych,
osobno dla probek zbioru treningowego jak i zbidastowego. Po przeprowadzeniu
procedury treningu, parametry utworzonej sieci opawej § automatycznie zapisywane na
dysku.

) lklas_2 o]

i czytaj dane Liczha prepkkadéw &: q Liczba praykkaddw B: 13
it h
YENAGE FEETY [~ Cechai [v Cecha2 [~ Cecha3 [~ Cechad
Farametry sieci Fienwzza warstwa 3 Diruga warstiwa 1 Trzecia warstwa 0
winniki klasyfikacj - 2bidr treningom weuniki klasyfikac - zbior testawy
Bledne: 7 Bledne: 2
Trenuj klasyfikator
Poprawne: 10 Poprawne: 3

Rysunek 4. Wygld okna programu PKN po wykonaniu procedury trenikigisyfikatora.
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1.1.3 Klasyfikacja danych

Okno programu KN, shacego do przeprowadzenia klasyfikacji danych zostato
przedstawione na rys. 5. Klasyfikacja jest prze@dzana przy xyciu sieci zaprojektowanej

w programie PKN. Dodatkowo, w oknie programu préaeana jest informacja o cechach,
uzywanych do treningu klasyfikatora (wafto'l’ oznacza uwzgidnienie cechy jakdrodia
danych o obrazie, wagé ‘0’ — brak tej cechy).

Obiektem klasyfikacji jest obraz, ktory m®by¢ wczytany po wainieciu przycisku ,Wczytaj
obraz”. Rozmiar okna, aywanego podczas klasyfikacji do wyznaczania ceelgrfrentow
obrazu, mee by okreslony przez aytkownika, poprzez wpisanie odpowiedniej wadiow

pole ,Rozmiar okna” (domyna warta¢ to r=10).

) Klas_3 A=

Rozmiar okna | 10

Cechal 0
Cecha 2 1
Cecha3 a
Cecha 4 0

Klasyfikuj |

Rysunek 5. Okno programu KN z wczytanym obrazemzpraczonym do analizy

Klasyfikacja obrazu jest uruchamiana prawatciem przycisku ,Klasyfikuj”. Procedura
klasyfikacji wyznacza dla obszaru o prgym rozmiarze wokét kadego punktu obrazu,
wybrane cechy. Cechy tg sastpnie podawane na wieja wytrenowanej sieci neuronowe;j.
Wynik klasyfikacji jest wywietlany jako obraz, ktérego wakm sy proporcjonalne do
odpowiedzi sieci neuronowej (elementy obrazu n&ljepdpowiadajce wzorcom z klasy A
Sa reprezentowane przez nagksze poziomy jasrgi (jasno-szare), tla — przez waito

ciemno-szare lub czerwone). Przyktadowy wynik kikscji zostat zamieszczony na rys. 6.
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Wiozyta obraz

Rozmiar okna 10

Cecha 1 1]
Cecha 2 1
Cecha 3 1]
Cecha 4 0

Klasyfikuj

Rysunek 6. Wynik klasyfikacji obrazu testowego
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1.2 Przebieg éwiczenia

Celem ¢wiczenia jest zapoznanie stuchaczy z procedklasyfikacji obszaréw obrazow
biomedycznych. W pierwszej ¢xi, beda oni zapoznani z przebiegiem tej procedury. W
drugiej, kzda proszeni o przeprowadzenie eksperymentow w zakigsiboru struktury sieci
neuronowej, pozwalagej na uzyskanie maksymalnej skutecgonoklasyfikacji. Ostatnia
cze$¢ ¢wiczenia to proba uzupetnienia bradeych elementdéw procedury wyznaczania cech
ilosciowych, opisujcych analizowane fragmenty obrazu. Studenedab proszeni o
zaproponowanie cech, ktére moglyby c¢byprzydatne dla uzyskania wkawego
rozpoznawania i oprogramowanie procesu ich wyzmaaza
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