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Cwiczenie 2.

Klasyfikacja obiektow obrazow za pomoc g sieci
neuronowych, uczonych metodami nienadzorowanymi.
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Klasyfikacja obiektow obrazéw za pompsieci neuronowych, uczonych metodami
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Wprowadzenie

Przedmioteméwiczenia jest zapoznanie¢sz metodologi klasyfikacji obiektow obrazdéw,
wykorzystupcej sieci neuronowe trenowane metodami nienadzorpma Uczenie
nienadzorowane jest strategimapca bezpdrednie zrédla w wiedzy o procesach,
zachodzacych w systemach nerwowych organizmaywych. Podstawow reguh uczenia
neuronu jest reguta Hebba, stangue, ze korekty wag neuronu zmierzajdo
odzwierciedlenia poteenia w przestrzeni cedinodka skupienia probek zbioru treningowego.
Klasyfikacja obiektow wielu klas, reprezentowanyptzez roziczne skupiska prébek w
przestrzeni cech, jest dokonywana w sieciach zartgch z wielu neurondw.
Charakterystyczn cechy takich sieci jest wygpowanie mechanizmu tzw. hamowania
obocznego — hamagych pohkczen, wyskpujacych medzy wszystkimi elementami sieci.
Stosowane metodologie nienadzorowanego uczeniangamonowych wdrzaja mechanizmy
hamowania obocznego w postaci uczenia konkurenggjnBajpowszechniej stosowanymi
strategiami uczenia konkurencyjnegpmsetody WTA (angwinner takes a)li WTM (ang.
winner takes mojtgdzie reguta korekty waroi wag jest auywana jedynie w odniesieniu do
zwycigskiego neuronu sieci (neuronu, ktérego wektor walgamuje najwekszy zgodndé z
probka podawan na wegcie sieci).

Cwiczenie ilustruje wykorzystanie sieci neuronowydb realizacji zadania klasyfikacji
obiektéw obrazu, namcych do régnych klas, przeprowadzanej zarowno za paprsiategii
WTA jak i WTM. Narzdziem stosowanym do prezentacji podstawowych elémen
przedstawianych metod, programy, napisane wzyku Matlab®. Obiektami, stanogaymi
przedmiot rozpoznawania Sztucznie generowane figury, nalee do trzech rinych klas,
zilustrowanych na rys. 1.

Rysunek 1. Przykiédowe dbiekty klas roz‘waych w prézentowanych zadaniach
rozpoznawania
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1.1 Uczenie pojedynczego neuronu

Pierwsza cZ¢ ¢wiczenia stanowi ilustragj zagadnienia treningu pojedynczego neuronu.
Okno programu, pozwakgego na ustalanie rozmaitych parametréw procesenigzostato
przedstawione na rys.2. zikownik ma maliwos¢ generacji zbioru treningowego o
okreslonej licznagci i parametrach (pola dialogowe ,Liczba prébekingowych” i ,Rozrzut
prébek”). Rozktady generowanych prébekmzedstawiane na dwuwymiarowym wykresie w
gtéwnej czsci okna. Proces uczenia jest wykonywany po p&yetiu przycisku ,Trenuj”.
Testowanie poprawnoi dziatania neuronu jest realizowane po $dmiciu przycisku
»1estuj”. Testowanie polega na generacji losowdjbfr, podaniu jej na we&gie neuronu i
wyswietleniu jego odpowiedzi. Generowana probka jegéwietlana w przestrzeni danych
wejsciowych (koto o kolorze czerwonym). Odpowiepst wywietlana w postaci graficznej
w oknie opisanym etykiet,Wynik klasyfikacji”.
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Rysunek 2. Okno programu ilustguggo proces uczenia nienadzorowanego neuronu.

1.2 1.2 Klasyfikacja danych przy uzyciu sieci uczonych metodg
WTA

Okno programu ilustrgcego klasyfikag danych przy #yciu sieci neuronowej z
hamowaniem obocznym, uczonej przy pomocy algorytWilA, zostato przedstawione na
rys. 3. Przedmiotem klasyfikacji ®biekty czterech rdych klas, przedstawionych w gérnej
czesci interfejsu (pokazanych wcgde) na rys. 1). Wytkownik ma maliwo$¢ okreslenia
liczby obiektéw klas, #ywanych do treningu sieci (,Liczba przyktadéw zhior
treningowego”) oraz liczby neuronéw sieci (,Liczbauronow”), przy czym domsdina liczba
neuronow jest rowna liczbie rozwanych klas. Procedura treningu sieci to cykliczne
podawanie na wggie sieci kolejnych przyktaddéw, oldlanie zwyceskiego neuronu i korekta
jego wag, przy czym caly zbiér przyktaddéw jest mmtowany sieci wielokrotnie (uczenie
obejmuje wiele epok). Wiiecie przycisku ,Poka wagi” powoduje otwarcie okna,
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wyswietlajacego potaenia znalezionych wektorow wagowych w przestrzeaivierajcej

probki (rys. 4).
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Rys. 3. Okno programu do klasyfikacji danych za pamnsieci neuronowej, uczonej
algorytmem WTA
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Rysunek 4. Wektory wag neurondw sieci (niebieslogak wyswietlone w tréjwymiarowej
podprzestrzeni przestrzeni sepwej, zawierajcej probki treningowe (czerwone Kkezxki)
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Sprawdzanie dziatania sieci to wygenerowanie nowebeektu, o losowo okstonych
parametrach, podanie go na %8¢ sieci i obserwacja odpowiedzi neuronéw. Genarac
obrazu testowego jest inicjowana prayatciem przycisku ,Generuj obiekt”. Parametry,
opisupce ksztalt tego obiektugsnastpnie podawane na weje wytrenowanej sieci
neuronowej (przycisk ,Klasyfikuj’), a wyniki klasWacji s1 przedstawiane poprzez
podswietlenie odpowiedniej klasy (rys. 5).
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Rysunek 5. Wynik klasyfikacji obiektu testowegokdnanej przez nauczgisie
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