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Prezentacja multimedialna wspdtfinansowana przez Unie Europejska w ramach Europejskiego Funduszu Spotecznego

Wprowadzenie

« Skutecznosc¢ analizy informaciji przez ludzki moézg jest niedoscigniona (w wielu
obszarach zagadnien)

Zadanie

rozpoznawania

Sztuczna inteligencja, Sztuczne sieci neuronowe
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Prezentacja multimedialna wspdifinansowana przez Unie Europejskg w ramach Europejskiego Funduszu Spotecznego

Wprowadzenie

* Sztuczne sieci neuronowe — dziedzina Al inspirowana wiedzg o architekturze i
sposobie funkcjonowania sieci neuronowych organizmow zywych

« Cel badan: uzyskac jakos¢ przetwarzania osiggang przez systemy nerwowe (w
szczegolnosci, przez ludzki mozg)

* Metodologia: szczegotowo poznac strukture i sposob dziatania struktur nerwowych i
wykorzystac te wiedze w formie algorytméw (i rozwigzan sprzetowych) przetwarzania
informacji

 Podstawowe cechy struktur nerwowych wykorzystywane w badaniach:
— prostota pojedynczego elementu sieci (‘procesora’)
— rownolegtosc przetwarzania
— ztozonosc¢ struktury
— nabywanie wiedzy i umiejetnosci przez mechanizm uczenia (treningu)

Sztuczna inteligencja, Sztuczne sieci neuronowe

B Politechnika todzka
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Wprowadzenie

Sieci neuronowe a klasyczna strategia przetwarzania danych (komputer)

Architektura
Informacje

Komputer: silne zréznicowanie (dane) Prretwarzanie
arch!te’ktu ry elementow sk’fadc?wych: (wnioskowanie)
pamiec (prosta) procesor (ztozony). Program

(reguty)
Sie€ neuronowa: homogenicznosc, iy

. » Pamiec¢ Procesor

rownolegtos¢, prostota procesora
Sposaéb przetwarzania danych HEETEA TG

Komputer: sekwencyjnie, bazuje na logice Pobierz argument

Sie¢ neuronowa: rownolegle, bazuje na
prostych zasadach Wykonaj —

Sztuczna inteligencja, Sztuczne sieci neuronowe
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Prezentacja multimedialna wspdtfinansowana przez Unie Europejskg w ramach Europejskiego Funduszu Spotecznego

Odniesienia biologiczne

Przewezenia o i
. . Ranviera toczka
Architektura neuronu mielinowa

Wzgorek
aksonu

Neuron: procesor o jednym wyjsciu i
wielu wejsciach

b
1

Wejscia: synapsa-dendryt, wyjscie:
akson

s O i D il
P ey -y

Synapsa

Synapsy: pobudzajgce - hamujgce

Synapsa

Komorka

Dendryty

Dziatanie neuronu:

oV

Czestotliwos¢ impulséw generowanych
70 mV przez neuron zalezy od stopnia jego
aktywacji — wypadkowego pobudzenia.

Impuls Refrakcja

Sztuczna inteligencja, Sztuczne sieci neuronowe
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Prezentacja multimedialna wspdifinansowana przez Unie Europejskg w ramach Europejskiego Funduszu Spotecznego

Obliczeniowe modele neuronu

* Model McCullogha-Pittsa: informacja zawarta w wartosciach

Funkcje wyjsciowe

y=f(w'x) Liniowa
' Tangens Sigmoida
hiperboliczny
x, Funkcja
wyjsciowa VN 1(s)=
S)=ths)= l+e* l+e*
Nieliniowe, Af f(s)e(-1...1) f(s)e(0...])
rézniczkowalne »
o X Znak Skok
Nieliniowe, » — f(s) =sgn(s) f(s) = 1(s)
nierézniczkowalne > o) LD 7))

Sztuczna inteligencja, Sztuczne sieci neuronowe
—
P ‘... ¥ Politechnika todzka
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Prezentacja multimedialna wspdifinansowana przez Unie Europejskg w ramach Europejskiego Funduszu Spotecznego

Interpretacja funkcji neuronu

« Skokowa funkcja wyjscia:
— przypisanie wektorowi wejsciowemu binarnej wartosci wyjsciowej: klasyfikacja

* Interpretacja geometryczna

A

Xg
wTx > 0 =0

[ 'aktywny'

"nieaktywny '

> y=f(WTX)={
@

@ WX <0

Sygnalizacja potozenia probki wzgledem hiperptaszczyzny definiowanej przez
wspotczynniki wagowe
Przestrzen danych wejsciowych (cech) jest dzielona na dwa obszary

Sztuczna inteligencja, Sztuczne sieci neuronowe
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Teoria sieci heuronowych

*  Wynik klasyfikacji jest funkcjg wektora wag
« Podstawowe zagadnienie teorii sieci neuronowych
— dobor wspotczynnikdw wagowych

* Metody doboru wspotczynnikow wagowych: przede wszystkim — uczenie

Heurystyka Uczenie (trening) Inne
I
v v
Nadzorowane Ze wzmochieniem Nienadzorowane

* Uczenie sieci: adaptacyjna korekta wartosci wspotczynnikow wagowych

« Strategie rozwigzywania problemoéw:
— Komputery: okresl algorytm rozwigzania problemu
— Sieci neuronowe: Okresl sposob, w jaki sie¢ ma sie uczy¢ rozwigzywac problem

Sztuczna inteligencja, Sztuczne sieci neuronowe
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Prezentacja multimedialna wspdifinansowana przez Unie Europejskg w ramach Europejskiego Funduszu Spotecznego

Teoria sieci heuronowych

* Uczenie nadzorowane sieci (supervised learning)

— istnieje mozliwosc¢ okreslenia oczekiwanego wyniku przetwarzania danych przez
wszystkie neurony i oceny poprawnosci dziatania tych neuronow (istnieje
‘nauczyciel’)

— mozliwe do wyznaczenia btedy stanowig podstawe do okreslania wymaganych
korekt wartosci jego wag

* Uczenie nienadzorowane sieci (unsupervised learning)

— nie istnieje mozliwos¢ okreslenia oczekiwanego wyniku dziatania sieci (nie
istnieje arbiter)

» Uczenie ze wzmocnieniem (reinforcement learning)
— istnieje mozliwos¢ ogdlinego okreslenia oczekiwanego wyniku dziatania sieci
— 0g06Inos$¢ oceny wyklucza mozliwos¢ Scistego zdefiniowania btedéw neuronow

Sztuczna inteligencja, Sztuczne sieci neuronowe
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Prezentacja multimedialna wspdifinansowana przez Unie Europejskg w ramach Europejskiego Funduszu Spotecznego

Teoria sieci heuronowych

* Uczenie — proces wymagajacy dostarczenia przyktadow
— Uczenie nadzorowane: kazdy przyktad ma etykiete klasy

» Strategia uczenia:
— Podziat dostepnego zbioru przyktaddéw na zbiory: treningowy i testowy

— Przeprowadzenie wybranego algorytmu uczenia, korzystajgcego z przyktadow
zbioru treningowego i zmierzajgcego do ustalenie odpowiednich wartosci
wspotczynnikdw wagowych

— Sprawdzenie poprawnosci uczenia poprzez ocene skutecznosci dziatania sieci
na elementach zbioru testowego

— W razie niepowodzenia — powtorzenie poprzednich krokdéw z wykorzystaniem
innych strategii szczegoétowych

Sztuczna inteligencja, Sztuczne sieci neuronowe
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Teoria sieci heuronowych

* Licznosc¢ zbioru treningowego — funkcja liczby parametréw sieci

1
:
1
/ Norma . :
1
1
1
1

.~ Anomalia

AX +Bx+Cxy+Dy+Ey =0 n<<C n~Cl n>>C

P={4,B,C.D,E}

* Liczba przyktaddéw musi zapewnic ilos¢ informacji wystarczajgcqg dla zbudowania
poprawnego modelu zjawiska

Sztuczna inteligencja, Sztuczne sieci neuronowe
—
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Uczenie nadzorowane neuronu

« Uwarunkowania procesu

Zbior treningowy {x1
Etykiety (oczekiwane odpowiedzi): {d '}

Rzeczywiste odpowiedzi: {y"}

 Cel procesu
— okresli¢ wartosci wspotczynnikdw wagowych, zapewniajgce zgodnosc¢
oczekiwanych i rzeczywistych odpowiedzi neuronu.

Sztuczna inteligencja, Sztuczne sieci neuronowe
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Uczenie nadzorowane neuronu

* Kryterium doboru wag:
— minimalizacja catkowitego btedu (réznic miedzy oczekiwanymi a rzeczywistymi
odpowiedziami neuronu)

Oe

Metodologia postepowania: Aw, = i

gradientowe metody optymalizacji ow,,

+ Podstawowa reguta korekty wag neuronu — reguta ‘delta

Aw, =1 -(d' =y f'(s) x,

k

« Szczegotowa postac reguty zalezy od rodzaju funkcji aktywacji
— skok jednostkowy:

Aw, =7 -(d' - y') x,

Sztuczna inteligencja, Sztuczne sieci neuronowe
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Prezentacja multimedialna wspdifinansowana przez Unie Europejskg w ramach Europejskiego Funduszu Spotecznego
Uczenie nadzorowane neuronu

* Interpretacja geometryczna uczenia neuronu
A

X

w'(i-1)

A

Aw =n-(d'—y") x'

Kierunek: wektor X' (4i-yi jest ujemne)

Sztuczna inteligencja, Sztuczne sieci neuronowe
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Prezentacja multimedialna wspdtfinansowana przez Unie Europejska w ramach Europejskiego Funduszu Spotecznego

Uczenie nadzorowane neuronu

* Funkcja neuronu: klasyfikacja liniowa (klasy w przestrzeni cech muszg by¢ mozliwe
do rozdzielenia hiperptaszczyzna)

* Dotkliwe ograniczenie — wiekszos¢ problemow rzeczywistych to problemy bardziej
ztozone

@

« Konstatacja ograniczen (Minsky, Pappert, 1963) — regres w badaniach nad

sztucznymi sieciami neuronowymi

Sztuczna inteligencja, Sztuczne sieci neuronowe

Politechnika todzka
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Sieci neuronowe wielowarstwowe

* Dekompozycja ztozonych problemow klasyfikacii

Sztuczna inteligencja, Sztuczne sieci neuronowe

Politechnika todzka
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Sieci neuronowe wielowarstwowe

« Struktura dwuwarstwowa: binarne wejscia drugiej warstwy odpowiadajg punktom
potprzestrzeni

« Koniunkcja potprzestrzeni jest obszarem wypukiym
« Koniunkcja jest funkcjg liniowo-separowalng

| ]

X0 “

0 Region
decyzyjny

Sieci neuronowe dwuwarstwowe sg w stanie przeprowadzi¢ poprawng klasyfikacje
zbiorow nieseparowalnych liniowo

Sztuczna inteligencja, Sztuczne sieci neuronowe

@
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Sieci neuronowe wielowarstwowe

* Architektura:

— sieci jednokierunkowe
(informacja podaza w
jednym kierunku)

«  Warstwy ukryte:

— Brak dostepu do sygnatow
generowanych przez
neurony

« Aplikacje struktury:
— klasyfikacja danych

Odpowiedzi

Warstwa wyjsciowa @ @ ====n

Warstwy
ukryte {

Warstwa wejsciowa

Pobudzenia

B Politechnika todzka
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Sieci neuronowe wielowarstwowe

* Regiony decyzyjne dla sieci neuronowych jednokierunkowych

Structure Types of Exclusive-OR Meshed Most general
decision regions problem regions region shapes
Template & Half plane MMM

1-layer ANS bounded by

> hyperplane

2-layer ANS
Convex open or
D closed regions
3-layer ANS Arbitrary
{limited by

number
of nodes)

°g

Zrédlo: Lippman “Introduction to neural computeing”

Sieci trojwarstwowe sa w stanie zrealizowa¢ dowolne zadanie klasyfikaciji

Sztuczna inteligencja, Sztuczne sieci neuronowe
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Klasyfikacja danych w sieciach neuronowych

 Podstawowa zaleta:
— szybkosc¢ realizacji zadania (mnozenia, dodawania, podstawienia)

* Podstawowa wada:
— trudnosc¢ prawidtowego wyuczenia sieci
Metoda treningu: algorytm wstecznej propagacji btedu (BP) — uogdlnienie reguty
delta

— trudnosc prawidtowego okreslenia optymalnej architektury sieci (liczby neuronow
w poszczegolnych warstwach)

* Pierwsza aplikacja:
— automatyczny czytnik pisma (1987)

Sztuczna inteligencja, Sztuczne sieci neuronowe
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