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Uczenie nienadzorowane sieci nheuronowych
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Prezentacja multimedialna wspdifinansowana przez Unie Europejskg w ramach Europejskiego Funduszu Spotecznego

Uczenie nienadzorowane sieci neuronowych — wstep

* Uczenie nadzorowane ma niewiele wspolnego z procesami zachodzacymi w
rzeczywistych neuronach (neuron nie ma ‘arbitra’ oceniajgcego poprawnosc pracy)

 Doswiadczenie Pawtowa i poznawanie mechanizmow uczenia

— . Slina
Pokarm S > Slina UR
Pokarm + Dzwonek | Slina
\
A
Dzwonek 5 Slina CR Nowy odruch

warunkowy

S - stymulacja, UR - odruch bezwarunkowy, CR — odruch warunkowy
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Prezentacja multimedialna wspdifinansowana przez Unie Europejskg w ramach Europejskiego Funduszu Spotecznego

Uczenie nienadzorowane neuronu

« Doswiadczenie Hebba i pierwsze teorie uczenia nienadzorowanego
V4 Wup VB

,When an axon of a cell A is near enough to exite a cell B and repeatedly
takes part in firing it, some growth process or metabolic changes take place in
one or both cells that A’s efficiency as one of the cells firing B, is increased”

Y4 1 Vg
W, B
: e} /

AW (e +1)=np ,(O)y, (), 17>0]
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Prezentacja multimedialna wspdifinansowana przez Unie Europejskg w ramach Europejskiego Funduszu Spotecznego

Reguta Hebba uczenia neuronu

 Reguta Hebba uczenia

. . X=
nienadzorowanego neuronow LX) X5 Xy ]

Aw,; =ny(t)x,

Wi
Aw =nY X
XJ
* Interpretacja geometryczna Aw

requty Hebba —

w(t+1
> >
Y =wT x X
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Prezentacja multimedialna wspdtfinansowana przez Unie Europejska w ramach Europejskiego Funduszu Spotecznego

Reguta Hebba uczenia neuronu

« Podstawowe wtasciwosci
reguty Hebba

Kierunek wyuczonego wektora wskazuje
Srodek skupienia prébek treningowych

Dtugosc¢ wektora wag rosnie w sposob
nieograniczony — musi by¢ normalizowana

« Uczenie sieci neuronowej
(wiele jednostek)
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Prezentacja multimedialna wspdifinansowana przez Unie Europejskg w ramach Europejskiego Funduszu Spotecznego

Uczenie nienadzorowane sieci heuronowych

* Mechanizm hamowania obocznego — niezbedny komponent sieci
— wzajemne tlumienie aktywnosci jednostek: tylko jeden neuron bedzie aktywny

Hamowanie
oboczne =)

Zwyciezca
e e |

Wagi poddawane w==p
treningowi X; X,

Nazwa strategii: ‘zwyciezca
bierze wszystko’ (WTA -
,Winner takes all”)

 Programowa implementacja strategii:
— dwuetapowy algorytm postepowania

M wEDGw AW =YX

Okresl zwyciezce: n* Koryguj jedynie wagi zwycieskiego neuronu

Sztuczna inteligencja, Sztuczne sieci neuronowe
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Prezentacja multimedialna wspdifinansowana przez Unie Europejskg w ramach Europejskiego Funduszu Spotecznego

Strategia WTA

« Architektura sieci: jedna warstwa, neurony liniowe

o6 . b. . T
k=1
] e ... N

Poziom aktywacji neuronu: funkcja podobienstwa wektora wag i probki treningowej
— Zwycieza neuron o0 wagach umieszczonych w obszarze przestrzeni cech najblizej
probki

— W miare postepu treningu nastepuje stopniowe, rownomierne pokrywanie
przestrzeni cech wektorami wagowymi neurondw sieci (Scislej, rozktad lokalizacji
odpowiada rozktadowi gestosci probek treningowych)

w, W,

o) ()
0% t=0 - ) )
‘Y LN ° LN
| = I L
Sztuczna inteligencja, Sztuczne sieci neuronowe
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Prezentacja multimedialna wspdtfinansowana przez Unie Europejska w ramach Europejskiego Funduszu Spotecznego

Uczenie nienadzorowane sieci nheuronowych

« Mankament strategii WTA: kiepsko modeluje rzeczywiste procesy: brak topologicznego
grupowania podobnych poje¢ w regionach sieci

W
) -

* Modyfikacja zapewniajgca przestrzenne odzwierciedlenie rozpoznawanych pojec:
strategia ,Zwyciezca bierze wiekszos¢” (WTM — Winner Takes Most)

» Istota modyfikacji: korekty wag obejmujg neuron zwycieski i jego topologiczne

sgsiedztwo

Sztuczna inteligencja, Sztuczne sieci neuronowe
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Prezentacja multimedialna wspdifinansowana przez Unie Europejskg w ramach Europejskiego Funduszu Spotecznego

Strategie uczenia nienadzorowanego

« Korekty wag

AW, £ 0 < j=j* ® 6 ® OO0 ... 0O
J e

AW, #0 < j=N(G*) oo “ < WTM: j* i jego sgsiedzi

« Algorytm treningu sieci _

—=-

Sztuczna inteligencja, Sztuczne sieci neuronowe

WTA: tylko neuron j*
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Prezentacja multimedialna wspdifinansowana przez Unie Europejskg w ramach Europejskiego Funduszu Spotecznego

Strategia WTM

* Architektura sieci — jak dla sieci uczonych metodg WTA

« Uczenie — proces stopniowego przemieszczania sie potozen wektoréw w przestrzeni
cech, dgzacy do odwzorowania rozktadu gestosci probek treningowych.

— odzwierciedlenie topologii przestrzeni cech w topologii sieci

— uczenie to porzadkowanie potozen sgsiednich wektoréw w przestrzeni cech -
samoorganizacja

 Sieci Kohonnena
— Sieci uczone metodg WTM

— W trakcie uczenia zmienia sie reguta dotyczgca modyfikacji wag neuronow
sgsiednich (otoczenie sie zmniejsza — rosnie selektywnos¢ odwzorowania)

A 7 (Lk) .
zawezanie
otoczenia n (t=0) : otoczenie poczatkowe
) Ak (obejmuje np. potowe ogolnej
=1 W liczby neuronéw)

Sztuczna inteligencja, Sztuczne sieci neuronowe
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Strategia WTM

* Przyktadowa procedura uczenia
— Sie¢ zawiera 6 neuronéw o losowych, niewielkich wartosciach poczatkowych wag

i KAPITAL LUDZKI
4 NARODOWA STRATEGIA SPOINOSCI
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Brak probek :
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Prezentacja multimedialna wspdtfinansowana przez Unie Europejska w ramach Europejskiego Funduszu Spotecznego
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Prezentacja multimedialna wspdifinansowana przez Unie Europejskg w ramach Europejskiego Funduszu Spotecznego

Reguta Oji uczenia neuronu

« Alternatywa wzgledem reguty Hebba
— wada reguty Hebba — koniecznos¢ normalizacji dtugosci wektorow wag

* Reguta Oji: automatyczne utrzymywanie jednostkowej dtugosci wektora

Aw, =y (O () -y (Ow)
AW = 77y (X —gpw)
_/

Wstecznie
propagowane wyjscie

«  Wiasciwosci reguty Qji
— jednostkowa dtugos¢ wektora wag
— kierunek wskazuje najwiekszg zmiennos¢ w zbiorze probek treningowych

Sztuczna inteligencja, Sztuczne sieci neuronowe
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Prezentacja multimedialna wspdifinansowana przez Unie Europejskg w ramach Europejskiego Funduszu Spotecznego

Reguta Oji uczenia neuronu

* Interpretacja geometryczna

AW = 77y (X = yw)
AW~y (X-yW)
w(t)
W(t+1) X
-

« Zastosowania sieci z neuronami uczonymi zgodnie z regutg Qji
— redukcja wymiarowosci przestrzeni cech
— klasyfikacja

Sztuczna inteligencja, Sztuczne sieci neuronowe
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