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Prezentacja multimedialna wspdtfinansowana przez Unie Europejska w ramach Europejskiego Funduszu Spotecznego

Sieci heuronowe ze sprzezeniem zwrotnym

« Typowa architektura sieci neuronowych — nieregularna struktura o rozbudowanych
potgczeniach o nieregularnej organizacji

—______  Sprzezenie zwrotne

* Sprzezenie zwrotne — fundament autonomicznego przetwarzania informaciji
— obecnosc¢ pobudzenia nie jest konieczna dla generacji sekwencji odpowiedzi
— nowy element opisu struktury: stany wewnetrzne

Sztuczna inteligengia, Sztuczne sieci neuronowe

Politechnika todzka
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Prezentacja multimedialna wspdifinansowana przez Unie Europejskg w ramach Europejskiego Funduszu Spotecznego

Sieci neuronowe ze sprzezeniem zwrotnym

+ System posiadajacy stany wewnetrzne: bogaty repertuar zachowan (ztozone relacje
miedzy stymulacjg a odpowiedzig, zalezne od stanu)
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« Zachowanie ukfadu ze sprzezeniem zwrotnym
— sekwencja zmian standw: przyjecie kolejnego stanu to funkcja stanu
poprzedniego i pobudzenia
— odpowiedz moze zaleze¢ od stanu i pobudzenia (automat Mealy’ego) lub
wytacznie stanu (automat Moore’a)

Sztuczna inteligencja, Sztuczne sieci neuronowe
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Prezentacja multimedialna wspdifinansowana przez Unie Europejskg w ramach Europejskiego Funduszu Spotecznego

Sieci neuronowe ze sprzezeniem zwrotnym

 Dynamika systemu:
— System moze posiadac stany stabilne (takie, ktére nie ulegajg zmianie)
— Stany niestabilne (system zawsze opusci taki stan)

— System moze ‘wedrowac¢’ miedzy stanami dowolnie dtugo, rozmaitymi drogami,
nawet pod nieobecnos¢ pobudzenia (przy braku zmian pobudzenia)

« Dziatanie sieci neuronowych ze sprzezeniem zwrotnym: wedrowka miedzy stanami
stabilnymi, kierunkowana przez bodzce zewnetrzne

« Stany stabilne sieci neuronowej odpowiadajg dowolnym kluczowym etapom /
elementom funkcjonowania sieci: rozumowanie (etapy wnioskowania, konkluzja),
przypominanie (obrazy, sceny, melodie)

*  Odpowiednio wyuczone lub wrodzone sekwencje standw niestabilnych majag

kluczowe znaczenie dla realizacji czynnosci fizjologicznych (np. pobudzanie
elektryczne wezta zatokowego) czy motorycznych

Sztuczna inteligencja, Sztuczne sieci neuronowe
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Prezentacja multimedialna wspdtfinansowana przez Unie Europejska w ramach Europejskiego Funduszu Spotecznego

Sieci heuronowe ze sprzezeniem zwrotnym

Sztuczna inteligengia, Sztuczne sieci neuronowe
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Prezentacja multimedialna wspdifinansowana przez Unie Europejskg w ramach Europejskiego Funduszu Spotecznego

Sieci neuronowe ze sprzezeniem zwrotnym

* Uczenie sieci neuronowych ze sprzezeniem
zwrotnym

— zapewnienie istnienia odpowiednich
stanow stabilnych

— zapewnienie istnienia odpowiednich
sekwencji zmian stanéw Input

« Zagadnienie niezwykle skomplikowane z uwagi na stopien ztozonosci systemow
nerwowych, nie dajgcych sie w ogoélnym przypadku ujg¢ w zadne reguty

* Mozliwosci analizy: uproszczenia struktur sieci
— architektura Hopfielda
— sieci ze wsteczng propagacjg sygnatow,

Sztuczna inteligencja, Sztuczne sieci neuronowe
—
IWB N Politechnika todzka
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Prezentacja multimedialna wspdifinansowana przez Unie Europejskg w ramach Europejskiego Funduszu Spotecznego

Sieci Hopfielda

« Architektura:
— kazdy element jest potgczony z wyjsciami wszystkich pozostatych neuronow
— nie istnieje ‘wlasne’ sprzezenie zwrotne (wyjscie neuronu nie jest podawane na
jego wejscie
— wagi sg symetryczne (w; = w;)
— funkcja wyjscia neuronu to funkcja typu ,znak”

Vi Y2 Y3 Yn-1
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Sztuczna inteligencja, Sztuczne sieci neuronowe
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Prezentacja multimedialna wspdifinansowana przez Unie Europejskg w ramach Europejskiego Funduszu Spotecznego

Sieci Hopfielda

« Zasada korekt wag neuronu: reguta Hebba

— wagi neuronu to wynik kumulacji korekt wywotanych przez probki zbioru
treningowego

Ya | Z T - liczebnos¢ zbioru

a _ t ot :
. . @ w? = szjya treningowego
W =il wY - j-ta waga

/ neuronu ‘a’

* Funkcja wyjscia wymusza binarng dziedzine przetwarzania

Ya

L NON NORON N RORS =) //\
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Sztuczna inteligencja, Sztuczne sieci neuronowe

IR W Politechnika todzka
Instytut Elektroniki 8



UNIA EUROPEJSKA
KAPITAL LUDZKI EUROPEJSKI
NARODOWA STRATEGIA SPOINOSCI FUNDUSZ SPOLECZNY
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Sieci Hopfielda

« Trening sieci Hopfielda

Odpowiedz neuronu « dla i-tej kombinacji wyjs¢: Vi, = WX ) =f(wly)

k=0 t=1

4 i Y 1 a ; i 1 O~ t .t i
= Q. wiyvD=f Z(;Zy;iy;)y,i -V, = ;ZZwm = f(h;)
k=0 k=0 t=1

N N
Niech kombinacja wyjs¢ i’ nalezy i l i i _ l i i\2
do zbioru treningowego h,, = T ya;ykyk +C = T ya;(yk) +C

= f(h,)=f(c y,+C) C=—ZZykyayk ¢>0

kOtl
t#i

Sztuczna inteligencja, Sztuczne sieci neuronowe
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Prezentacja multimedialna wspdifinansowana przez Unie Europejskg w ramach Europejskiego Funduszu Spotecznego

Sieci Hopfielda
* Analiza stabilnosci sieci

Zatézmy, ze y' jest jedynym wektorem zbioru treningowego

I Lt =
h,=c-y, +C e

- B >0 = y =1
“l<0 =yl =1

i o Wyjscie neuronu nie ulega zmianie
Vo (t+)=y,() Rozkiad “i” jest stabilny

Sztuczna inteligencja, Sztuczne sieci neuronowe

.
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Prezentacja multimedialna wspdifinansowana przez Unie Europejskg w ramach Europejskiego Funduszu Spotecznego

Sieci Hopfielda
* Analiza stabilnosci sieci

Zatézmy, ze y' jest jednym z wektoréw zbioru treningowego

Ccy>0 v |ClKley | @

h,=cy, +Coxy,

Wyjscie neuronu nie ulega zmianie
Rozktad “i” jest stabilny

yo(t+1)=y. (1)

Jezeli spetniony jest warunek @

Sztuczna inteligencja, Sztuczne sieci neuronowe
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Dynamika zmian stanow w sieciach Hopfielda

* Analiza zachowania sieci znajdujgcej sie w stanie niestabilnym:

— biezacy stan sieci to dowolny rozktad nie nalezacy do zbioru treningowego —
jakie zmiany bedg zachodzi¢ w sieci?

Vi %)
Przyktad Dana jest sie¢ Hopfielda:
Rozwazmy wyrazenie: v, ¥, E
_ _ -1 -1 -2a
B =2 W00 = WY1, - W V¥,
-1 1 2a
1 1 -2a

Sztuczna inteligencja, Sztuczne sieci neuronowe
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Prezentacja multimedialna wspdifinansowana przez Unie Europejskg w ramach Europejskiego Funduszu Spotecznego

Dynamika zmian stanow w sieciach Hopfielda

Stabilnos¢ standw sieci — przyktad

 stanl )\ [ stanl ) ( stanml ) [ Stanlv )

Vi D, Vi D, Vi D, Vi Y

- AN AN NS /

E= LW ViV = WY Vo - War Vo) Wip=Wwy—a
Y, Y, a>0 E (a=1) a<0 E (a=-1)
-1 -1 Stabilny -2 Niestabilny 2
-1 1 Niestabilny 2 Stabilny -2
1 -1 Niestabilny 2 Stabilny -2
1 1 Stabilny -2 Niestabilny 2

Sztuczna inteligencja, Sztuczne sieci neuronowe
P ‘... il Politechnika todzka
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Prezentacja multimedialna wspoffinansowana przez Unie Europejskq w ramach Europejskiego Funduszu Spotecznego

Dynamika zmian stanow w sieciach Hopfielda

» llosciowy opis zmiany stanow

Stan | O. 000000 . O
Zmiana stanow l

Stan Il 0.0 00000 .0

N N N N N
Stan | E:_Z ngyiyjz—z Zwijyiyj_ Zwiayiya

i=1 j=1,j#i i=1 j=1,j=i i=l,i*a
JjEA
N N N N N
' _ _ ]
Stan Il E' = Z Zw,.jy Y= Z Z Wi ViV Zwiay,.ya
i=1 j=1,j#i i=1 j=1,j#i i=1
¢a

Sztuczna inteligencja, Sztuczne sieci neuronowe
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Prezentacja multimedialna wspdifinansowana przez Unie Europejskg w ramach Europejskiego Funduszu Spotecznego

Dynamika zmian stanow w sieciach Hopfielda

» llosciowy opis zmiany stanow

Réznica miedzy stanami | i |l Vo= -Vy
N N N N
AE = E-E = _Z WiaViVa '+Z WiaViVa = 22 WiaViVa AE = 2yaz Wia Vi
i=1 i=1 i=1 i=1

Zmiana wartosci E dla przejscia miedzy stanami | i Il

« Zmiana standw polegajaca na zmianie wartosci wyjsciowej jednego neuronu na
wartosc przeciwng jest opisana wyrazeniem:

— 0 postaci iloczynu
— jeden z czynnikow to wartos¢ oryginalnej wartosci wyjsciowej
— pozostate to wyrazenie okreslajgce poziom aktywacji neuronu

Sztuczna inteligencja, Sztuczne sieci neuronowe

IWB N Politechnika todzka
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Prezentacja multimedialna wspdifinansowana przez Unie Europejskg w ramach Europejskiego Funduszu Spotecznego

Dynamika zmian stanow w sieciach Hopfielda

» llosciowy opis zmiany stanow

if 620
1 if &£<0

Neuron ze skokowg funkcjg

N |
aktywacji Yo = f(Z w,,y:)=f(5,)= B

4

y,=—1 A > ()

(04

Warunki zmiany stanu Y, =y '
a a °

yv,=1 ~n & <0

« Wyjscie neuronu ulega zmianie jesli jest niezgodne z wypadkowym pobudzeniem
(rozwazana zmiana stanéw to wynik pojawienia sie innego niz poprzednio
pobudzenia neuronu)

Sztuczna inteligencja, Sztuczne sieci neuronowe
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Dynamika zmian stanow w sieciach Hopfielda

» llosciowy opis zmiany stanow

lloSciowy deskryptor zmiany stanu

N n_nngn
AE=2y,> w,, ‘ AE = <0 ‘ AE <0
i=1

nm,nn.n
-

« Zmiana stanu w rozwazanej sieci jest spontaniczna
— nowe fagczne pobudzenie neuronu wymusza zmiane wartosci wyjsciowej

« Wartos¢ deskryptora E, opisujgcego nowy stan jest mniejsza niz w przypadku stanu
poprzedniego (kazda spontaniczna zmiana stanu powoduje zmniejszenie wartosci E)

« Deskryptor E — energia sieci

« Stan stabilny odpowiada lokalnemu minimum energii sieci

Sztuczna inteligencja, Sztuczne sieci neuronowe

IR W Politechnika todzka
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Dynamika zmian stanow w sieciach Hopfielda

Jezeli stan nie jest stabilny nastgpi jego zmiana na stan o nizszej energii

Zmiany stanow nastepujg az do momentu uzyskania stanu o minimalnej energii

Stany uzywane do treningu sieci mogg (ale nie muszg) by¢ stanami stabilnymi sieci

Podstawowe funkcje sieci neuronowych ze sprzezeniem zwrotnym:
— whnioskowanie
— pamieci asocjacyjne (skojarzeniowe)
— optymalizacja

Whioskowanie i rozumowanie — funkcja nie wdrozona w zadnym z zaproponowanych
modeli sztucznej sieci neuronowej

Sztuczna inteligencja, Sztuczne sieci neuronowe

IWB N Politechnika todzka

Instytut Elektroniki
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Prezentacja multimedialna wspdifinansowana przez Unie Europejskg w ramach Europejskiego Funduszu Spotecznego

Pamieci asocjacyjne

« Uktady przechowujgce zapamietane wczesniej wzorce
— zapamietywanie nastepuje w procesie uczenia sieci

— przypominanie wymaga prezentacji fragmentu oczekiwanego rezultatu
Faza uczenia

vloe - R

Obrazy do wyuczenia Sie¢ neuronowa

Faza przypominania

=)

‘klucz’ Sie¢ neuronowa

=)

Sztuczna inteligencja, Sztuczne sieci neuronowe
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Prezentacja multimedialna wspdifinansowana przez Unie Europejskg w ramach Europejskiego Funduszu Spotecznego

Pamieci asocjacyjne

» Uklady przechowujgce zapamietane wczesniej wzorce
— zapamietywanie nastepuje w procesie uczenia sieci
— przypominanie wymaga prezentacji fragmentu oczekiwanego rezultatu

Sztuczna inteligencja, Sztuczne sieci neuronowe

IR Politechnika todzka
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Prezentacja multimedialna wspdifinansowana przez Unie Europejskg w ramach Europejskiego Funduszu Spotecznego

Optymalizacja

» |dea podejscia: wykorzystanie automatycznego procesu minimalizacji energii

— konieczne wyrazenie funkcji kryterialnej (minimalizowanej) jako wyrazenia
opisujgcego energie sieci = zbudowanie sieci o odpowiedniej strukturze

— przedmiotem minimalizacji jest kombinacja liniowa iloczynéw: znane wagi
neuronow, nieznane — parametry kombinacji liniowej

Pamieci asocjacyjne Optymalizacja
/ \ e ™
Trenuj sie¢ (wagi*) by Ustaw wagi** sieci
zapamieta¢ wzorce I okresl strukture jej polaczen
\ Y, \
4 N ]
Wymus stan poczatkowy - Wymus stan poczatkowy -
oczekiwany stan stabilny rozwigzaniem problemu jest
to zapamietany rozktad** ) L wynik * przetwarzania
*) szukane, **) dane *) szukane, **) dane

Sztuczna inteligencja, Sztuczne sieci neuronowe
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Prezentacja multimedialna wspdifinansowana przez Unie Europejskg w ramach Europejskiego Funduszu Spotecznego

Optymalizacja

« Utworzenie sieci o funkcji energetycznej odpowiadajgcej minimalizowanemu
Kryterium

Okresl wagi i strukture potaczen

* Przetwarzanie: sie¢ samoistnie przeksztatci stan poczatkowy (domniemane
rozwigzanie) w stan stabilny (ktéry by¢ moze odpowiada minimum globalnemu funkc;ji
kryterialnej

« Uzyskanie rozwigzania jest btyskawiczne

Sztuczna inteligencja, Sztuczne sieci neuronowe

@
IWB N Politechnika todzka
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Prezentacja multimedialna wspdifinansowana przez Unie Europejskg w ramach Europejskiego Funduszu Spotecznego

Optymalizacja

* Przyktadowe zadanie — problem podrozujgcego sprzedawcy:

— znalez¢ najkrotszg droge pozwalajgcg odwiedzi¢ n-miast (doktadnie jeden raz),
znajgc odlegtosci miedzy miastami

.6dz Chreptiow

Casablanc
Dziedzina problemu

Mombas:
B —
‘ 4
Pacanow
Czeskie
Rzym Budziejowice

* Problem znany jako NP-zupetny
— ztozonos¢ obliczeniowa dla n-miast jest rzedu n!

Sztuczna inteligencja, Sztuczne sieci neuronowe

@
IWB N Politechnika todzka
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» Prbéba rozwigzania przy uzyciu sieci neuronowe;

UNIA EUROPEJSKA
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NARODOWA STRATEGIA SPOINOSC FUNDUSZ SPOLECZNY
Prezentacja multimedialna wspdifinansowana przez Unie Europejskg w ramach Europejskiego Funduszu Spotecznego

Problem podrozujacego sprzedawcy

— okreslenie kryterium ilosciowego, ktére mozna wyrazi€ jako energie odpowiednio
zbudowanej sieci neuronowej

Mozliwa funkcja celu (energia): catkowita dlugosc¢ drogi

miast

E1 — Z Z dy i,j - indeksy
i

CB|Ch| L |Rio
Pacanow 0.7({ 1 1081061 0.9
Rio 02| 1 [0.8]0.8]0.9

Struktura sieci (2D)

O-Hw)»-—=

PRZYSTANEK

P _.. ¥ Politechnika todzka
nstytut Elektroniki

Sztuczna inteligencja, Sztuczne sieci neuronowe
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Prezentacja multimedialna wspdifinansowana przez Unie Europejskg w ramach Europejskiego Funduszu Spotecznego

Problem podrozujacego sprzedawcy

« Ograniczenia
— nie mozna odwiedzi¢ danego miasta wiecej niz jeden raz

IZE2

. — ‘k -ty przystanek w miescie “i”.
Nowa postaé kryterium: |E, = E, + E E 1—n.,)?
P Y 2 : i ( #) g = ngtd, ny(0)=1

M P -
I
Nowe potaczenia miedzy A R .
neuronami — modelowanie S
nowego elementu kryterium | T
(o) L -
PRZYSTANKI 2 3

Sztuczna inteligencja, Sztuczne sieci neuronowe

¥ Politechnika todzka
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Prezentacja multimedialna wspdifinansowana przez Unie Europejskg w ramach Europejskiego Funduszu Spotecznego

Problem podrozujacego sprzedawcy

* QOgraniczenia
— nie mozna odwiedzi¢ dwoch miast jednoczesnie

powtorzenie na przystanku ‘j”:

Nowa postac kryterium:  |E = E, + Z{Z(l _ mﬂ)z} my =mytk, my(0)=1, k—np. 5
7L

4 )

O-Hun)»—=

PRZYSTANEK

Sztuczna inteligencja, Sztuczne sieci neuronowe
—
IWB N Politechnika todzka
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