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Cele i etapy analizy obrazówCele i etapy analizy obrazów

• Pomiar parametrów sceny z wykorzystaniem segmentacji 

• Pomiar parametrów sceny przez dopasowanie modelu

• Automatyczna interpretacja obrazu
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Pomiar parametrów sceny z wykorzystaniem segmentacjiPomiar parametrów sceny z wykorzystaniem segmentacji

 

Akwizycja obrazu 

Przetwarzanie 
wstępne 

Progowanie 

Ekstrakcja cech 

Scena 3W 

Parametry 
sceny 3W 

Post-
processing 

Segmentacja 
obrazu 
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Przykład: analiza przekrojów włókien nerwowychPrzykład: analiza przekrojów włókien nerwowych

Akwizycja obrazu
- preparat tkankowy, 

- oświetlenie, 

- mikroskop, 

- cyfrowy aparat fotograficzny,

- identyfikacja zniekształceń geometrycznych,

- kalibracja.

http://pl.wikipedia.org/wiki/Kolimatorhttp://pl.wikipedia.org/wiki/Kolimator
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Przykład: analiza przekrojów włókien nerwowychPrzykład: analiza przekrojów włókien nerwowych

Progowanie

Wstępne przetwarzanie
- korekcja zniekształceń geometrycznych, 

- wyrównanie średniej jasności.
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Przykład: analiza przekrojów włókien nerwowychPrzykład: analiza przekrojów włókien nerwowych

Postprocessing
- usuwanie obszarów stykających się z brzegiem obrazu, 

- wypełnianie „dziur”,

- wygładzanie konturów,

- usuwanie obszarów zbyt małych.  
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Przykład: analiza przekrojów włókien nerwowychPrzykład: analiza przekrojów włókien nerwowych

Ekstrakcja cech
- identyfikacja obiektów w obrazie, etykietowanie, 

- wyznaczanie linii brzegowej (konturu),

- obliczanie parametrów geometrycznych (cech),

- dopasowanie modeli.  
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Przykład: pomiar szerokości wzorcaPrzykład: pomiar szerokości wzorca

ww

Obraz wzorca Rzut aksonometryczny
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Przykład: pomiar szerokości wzorcaPrzykład: pomiar szerokości wzorca

Obraz binarny po progowaniu

ŵ
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Przykład: pomiar szerokości wzorcaPrzykład: pomiar szerokości wzorca

Wzorzec (oświetlony 
pas na ciemnym tle)

Profil jasności wzorca 
(wzdłuŜ linii AB)

Profil jasności obrazu 
analogowego (bez szumu)

Profil jasności obrazu 
analogowego (z szumem)
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Przykład: pomiar szerokości wzorca – błąd dyskretyzacjiPrzykład: pomiar szerokości wzorca – błąd dyskretyzacji

○ punkty oświetlonego wzorca

● punkty nieoświetlonego tła

RL xx , +− QQ ,: rozkład równomierny, między oraz+− PP ,
+−−+ << QPwQPDla kaŜdego wynik jest taki sam!

xQPw ∆+= −+
1ˆ

x
x ∆≅∆= 4,0
6

1σ

Estymator 
szerokości wzorca

Odchylenie standardowe 
estymatora

Estymator  jest 
nieobciąŜony, 
ale nie jest zgodny.
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Błędy związane z segmentacjąBłędy związane z segmentacją

• Progowanie (stała wartość progu – „próg globalny” –
przy zmieniającej się jasności tła i obiektów prowadzi 
do zmian kształtu obiektów)

• Dyskretyzacja (szczegóły obrazu analogowego są
nierozróŜnialne wewnątrz pikseli)

• Binaryzacja (sprowadzenie jasności obrazu do jednej 
z dwóch wartości)

Segmentacja prowadzi 
do nieodwracalnych strat 
informacji zawartej w obrazie.

Segmentacja prowadzi 
do nieodwracalnych strat 
informacji zawartej w obrazie.

Próg lokalnyPróg lokalny Próg globalnyPróg globalny
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Pomiar parametrów sceny przez dopasowanie modeluPomiar parametrów sceny przez dopasowanie modelu

 

Akwizycja obrazu 

Przetwarzanie 
wstępne 

Dopasowanie 
modelu 

Scena 3W 

Parametry 
sceny 3W 
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Przykład: pomiar szerokości wzorcaPrzykład: pomiar szerokości wzorca

ww

Obraz wzorca Rzut aksonometryczny

Model - profil jasności
wzdłuŜ linii obrazu
Model - profil jasności
wzdłuŜ linii obrazu

ξξ
π

δϕ
δ

dxv
x

)
2

exp(
2

1
);(

/ 2

∫
∞−

−==



A. Materka, Wstęp do komputerowej analizy obrazów (4)

15

Prezentacja multimedialna współfinansowana przez Unię Europejską w ramach Europejskiego Funduszu Społecznego

Sparametryzowany profil jasnościSparametryzowany profil jasności
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)2;(xϕ
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)1;1( −xϕ
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Model profilu jasności brzegów wzorcaModel profilu jasności brzegów wzorca
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VBVB

xLxL

xRxR

ii

);()(ˆ δϕ LxVBL xiViv −∆∆+=
);()(ˆ δϕ xRVBR ixViv ∆−∆+=



A. Materka, Wstęp do komputerowej analizy obrazów (4)

17

Prezentacja multimedialna współfinansowana przez Unię Europejską w ramach Europejskiego Funduszu Społecznego

Dopasowanie modeli do profilu brzegów wzorcaDopasowanie modeli do profilu brzegów wzorca

2)](ˆ),([),,,( ivjigxVe L
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Błędy 
dopasowania
Błędy 
dopasowania

Dopasowanie: numeryczna minimalizacja błędów przez dobór parametrów
dla lewego                                i prawego             brzegu.
Dopasowanie: numeryczna minimalizacja błędów przez dobór parametrów
dla lewego                                i prawego             brzegu.),,,( δRVB xV ∆),,,( δLVB xV ∆

Estymator 
szerokości wzorca
Estymator 
szerokości wzorca LR xxw ˆˆˆ2 −=
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Przykład: dopasowanie modeli do profilu brzegów wzorcaPrzykład: dopasowanie modeli do profilu brzegów wzorca

Estymator 
szerokości wzorca
Estymator 
szerokości wzorca LR xxw ˆˆˆ2 −=

„Subpixel accuracy”„Subpixel accuracy”
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Przykład: dopasowanie modeli do profilu brzegów wzorcaPrzykład: dopasowanie modeli do profilu brzegów wzorca

Odchylenie standardowe estymatora 
zaleŜy od stosunku sygnału do szumu.
Odchylenie standardowe estymatora 
zaleŜy od stosunku sygnału do szumu.

Błąd wartości 
średniej <0,1∆x
Błąd wartości 
średniej <0,1∆x
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Dopasowanie modelu: aktywny kontur (snake)Dopasowanie modelu: aktywny kontur (snake)

aktywny kontur

punkt węzłowy

analizowany obiekt

s=0

s=1

s=Sm-1

v(s)

( ) ( ) ( )[ ]dssEsEsEE
mS

peiS ∫ ++=
0

)()()( vvv

- wewnętrzne napręŜenia krzywej konturu

- składowa oddziaływania obrazu,

- składowa oddziaływań zewnętrznych,

© dr P. Szczypiński© dr P. Szczypiński
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Dopasowanie modelu: deformowalna siatkaDopasowanie modelu: deformowalna siatka
0,0

i,j

0,1

1,0

i,j-1 i,j+1

i+1,j

Im-1,Jm-1

punkt
węzłowy

obiekt
wzorcowy

© dr P. Szczypiński© dr P. Szczypiński
Im-1,Jm-1

0,0

obiekt,
przedmiot analizy
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Dopasowanie siatki oraz aktywnego konturuDopasowanie siatki oraz aktywnego konturu

© dr P. Szczypiński© dr P. Szczypiński
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Model trójwymiarowy mięśnia sercowego do wizualizacjiModel trójwymiarowy mięśnia sercowego do wizualizacji

© dr P. Makowski© dr P. Makowski

Przekroje MRI

Ewolucja serca

Przepływ krwi
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Model trójwymiarowy mięśnia sercowego do wizualizacjiModel trójwymiarowy mięśnia sercowego do wizualizacji

Holobench 3D visualization workstation

Zrekonstruowane serce

Triangulacja przekrojów

Model siatkowy 3W

© dr P. Makowski© dr P. Makowski
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Model trójwymiarowy mięśnia sercowego do wizualizacjiModel trójwymiarowy mięśnia sercowego do wizualizacji

© dr P. Makowski© dr P. Makowski
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Automatyczna interpretacja obrazuAutomatyczna interpretacja obrazu

 

Akwizycja obrazu 

Przetwarzanie 
wstępne 

Segmentacja 

Ekstrakcja cech 

Rozpoznawanie 
obrazów 

Dopasowanie 
modelu 

Scena 3W 

Opis sceny 
3W 

•„rozumienie obrazów”
(ang. image understanding)

• „widzenie komuterowe”
(ang. computer vision)

•„rozumienie obrazów”
(ang. image understanding)

• „widzenie komuterowe”
(ang. computer vision)

• metody nadzorowane 
(ang. supervised)

• metody nienadzorowane
(ang. unsupervised)

• metody nadzorowane 
(ang. supervised)

• metody nienadzorowane
(ang. unsupervised)
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Przykład: automatyczna segmentacja tekstury obrazuPrzykład: automatyczna segmentacja tekstury obrazu

Mozaika Obraz po segmentacji

http://www-dbv.informatik.uni-bonn.de/imagehttp://www-dbv.informatik.uni-bonn.de/image
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Rozpoznawanie obrazówRozpoznawanie obrazów

„Trawa”, klasa ω1 „Kora”, klasa ω2
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Rozpoznawanie obrazówRozpoznawanie obrazów

„Trawa”, klasa ω1 „Kora”, klasa ω2

próbkapróbka

y1=S(2,0)SumEntrp

y2=S(1,1)SumEntrp

y1=S(2,0)SumEntrp

y2=S(1,1)SumEntrp

Cechy próbekCechy próbek

64 wektory cech: 32 klasy ω1 + 32 klasy ω264 wektory cech: 32 klasy ω1 + 32 klasy ω2
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Rozpoznawanie obrazówRozpoznawanie obrazów

64 punkty w przestrzeni cech: 32 klasy ω1 + 32 klasy ω264 punkty w przestrzeni cech: 32 klasy ω1 + 32 klasy ω2

D(Y)
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Rozpoznawanie obrazów (ang. pattern recognition)Rozpoznawanie obrazów (ang. pattern recognition)

Obraz (wzorzec, ang. pattern): Y|ωObraz (wzorzec, ang. pattern): Y|ω
Wektor cech 
(obserwacji)
Wektor cech 
(obserwacji)

Indykator 
klasy

Indykator 
klasy

ω∈Ω,     Ω={ω1, ω2,…, ωK} ω∈Ω,     Ω={ω1, ω2,…, ωK} 

Zbiór K klasZbiór K klas

ωωωω1 ωωωω2

[y1, y2, ...yp]1|ωωωω1

[y1, y2, ...yp]2|ωωωω1

[y1, y2, ...yp]N/2|ωωωω1

[y1, y2, ...yp]N/2+1|ωωωω2

[y1, y2, ...yp] N/2+2|ωωωω2

[y1, y2, ...yp] N|ωωωω2

ωωωω
kKlasyfikator
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Rozpoznawanie obrazówRozpoznawanie obrazów

Funkcje dyskryminacyjne: Dk(Y), k=1,2,…,KFunkcje dyskryminacyjne: Dk(Y), k=1,2,…,K

Jeśli Y~ωj, toJeśli Y~ωj, to jkKkYDYD kj ≠=> ,...,2,1),()(

Granica między klasami ωj oraz ωk: Dj(Y)-Dk(Y) = 0 (hiperpowierzchnia)Granica między klasami ωj oraz ωk: Dj(Y)-Dk(Y) = 0 (hiperpowierzchnia)

Przykład: D(Y)=D1(Y)-D2(Y) = 0 (prosta)Przykład: D(Y)=D1(Y)-D2(Y) = 0 (prosta)

D(Y)
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Nadzorowane uczenie klasyfikatoraNadzorowane uczenie klasyfikatora

Klasyfikator

Dostrajanie wag

Y

ωj

Obserwacja

Znana 
klasa

ω’j
Przewidywana 
klasa

Obliczanie 
błędu

Algorytm 
uczenia

KkywwYD
p

i
ikikk ,...,2,1,)(

1
0 =+= ∑

=

Przykład: Klasyfikator „liniowy”Przykład: Klasyfikator „liniowy”

- zbiór uczący 

- „przeuczenie”

- zbiór testowy

- zbiór uczący 

- „przeuczenie”

- zbiór testowy
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Sztuczna sieć neuronowaSztuczna sieć neuronowa

Schematyczny rysunek neuronuSchematyczny rysunek neuronu

Synapsa

Dendryty

Jądro

Ciało 
komórki

Akson











−=+ ∑

j
kjkjk txwtx θϕ )()1(





<−
≥

=
0,1

0,1
)(

α
α

αϕ

wk1

wk2

wk3

Σ
θk

xk

Model neuronu wg McCullocha i Pittsa (1943)

x1

x3

x2
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Sztuczna sieć neuronowaSztuczna sieć neuronowa
• Program komputerowy lub układ elektroniczny 

będący bardzo uproszczonym modelem mózgu.
• Sieć neuronowa składa się z wielu sztucznych 

neuronów (procesorów) – połączonych ze sobą
i ułoŜonych w warstwy.

1

1

x1 x2 xNx

...

{v}

{w}

hNhh1

yn

Neuron 
wyjściowy

Warstwa 
ukryta

Warstwa 
wejściowa

h2

1

1

x1 x2 xNx

...

{v}

{w}

hNhh1

y1 y2 yNy
...

Warstwa 
wyjściowa

Warstwa 
wejściowa

Warstwa 
ukryta



A. Materka, Wstęp do komputerowej analizy obrazów (4)

36

Prezentacja multimedialna współfinansowana przez Unię Europejską w ramach Europejskiego Funduszu Społecznego

Sztuczna sieć neuronowaSztuczna sieć neuronowa

• uczy się na przykładach,
• posiada zdolność uogólniania

1

1

x1 x2 xNx

...

{v}

{w}

hNhh1

y1 y2 yNy
...

Warstwa 
wyjściowa

Warstwa 
wejściowa

Warstwa 
ukryta

Uczenie sieci

Dobieranie siły połączeń {v}, {w} między 
warstwami, aby dla zbioru treningowego 
wektorów wejściowych <x>                    
sieć generowała odpowiedzi <y>         
bliskie odpowiedziom Ŝądanym.
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Co potrafi prosty sztuczny neuron? Co potrafi prosty sztuczny neuron? Przykład: klasyfikacja 
punktów na płaszczyźnie
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Uczenie neuronu (nadzorowane) Uczenie neuronu (nadzorowane) 

pppp----demodemodemodemo

Krok 1. Inicjalizacja połączeń {w, θ} 
(małe wartości losowe)

Krok 2. Prezentacja nowego wejścia 
<x> i Ŝądanego wyjścia d

Krok 3. Obliczanie wyjścia

( )θϕ −+= 2211 xwxwy

Krok 4. Adaptacja                
połączeń

111 )( xydww −+= η
222 )( xydww −+= η

)( yd −+= ηθθ
Krok 5. Sprawdzenie kryterium końca 

obliczeń i ewentualny powrót 
do kroku 2

η - parametr 
(mała liczba dodatnia)
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Co potrafi sieć wielowarstwowa? Co potrafi sieć wielowarstwowa? 
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y ≥ 0,5 Klasa AKlasa AKlasa AKlasa A

Klasa BKlasa BKlasa BKlasa By < 0,5
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Uczenie sieci wielowarstwowej (nadzorowane) Uczenie sieci wielowarstwowej (nadzorowane) 

( )[ ]∑
=

−=
M

m
mmm ydE

1

2,, wvx

Minimalizacja sumy kwadratów błędu w zbiorze M
przykładów treningowych {xm, dm}

Najpopularniejsza metoda uczenia:
algorytm wstecznej propagacji błędu 
(ang. BP – error back propagation)

BPBPBPBP----demodemodemodemo
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Problemy uczenia sieci neuronowych Problemy uczenia sieci neuronowych 

• Minima lokalne funkcji błędu
• Dobór wielkości sieci
• Dobór liczby przykładów
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Zbyt mała liczba neuronów (2)
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Zbyt duŜa liczba neuronów (40)

Uczenie

-1 -0.5 0 0.5 1
-1

-0.5

0

0.5

1
Testing the Network

Input Vector P

Ta
rg

et
 V

ec
to

r T

Testowanie



A. Materka, Wstęp do komputerowej analizy obrazów (4)

42

Prezentacja multimedialna współfinansowana przez Unię Europejską w ramach Europejskiego Funduszu Społecznego

Sieć Kohonena (nienadzorowana) Sieć Kohonena (nienadzorowana) 

kkkk----demodemodemodemo

x1 x2

...

{W}

d(x,W1)

Neurony

Wejście

d(x,W2) d(x,WN)

WTA (Winner Takes All)

Wz

• Kwantyzacja wektorowa 
(np. kompresja kolorów)

• Klasyfikacja
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Zastosowania sztucznych sieci neuronowych Zastosowania sztucznych sieci neuronowych 

•• Klasyfikacja, diagnoza.Klasyfikacja, diagnoza. Sieć podejmuje decyzję, 
do której z określonych kategorii naleŜy zaliczyć przedstawiony jej 
wektor danych.

•• Aproksymacja funkcji.Aproksymacja funkcji. Sieć przypisuje wektor danych wartości 
pewnej nieznanej funkcji opisującej "rzeczywisty" proces 
(prognoza szeregów czasowych, identyfikacja procesów).

•• Kompresja danych, ekstrakcja cech, kwantyzacja.Kompresja danych, ekstrakcja cech, kwantyzacja.
Zmniejszenie liczby wymiarów oraz redukcja zakłóceń, poprzez 
wydobycie istotnych informacji z danych.
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Dlaczego sztuczne sieci neuronowe są uŜywane? Dlaczego sztuczne sieci neuronowe są uŜywane? 

• Pozwalają rozwiązać wiele problemów, z którymi nie radzą
sobie inne metody, ograniczone silnymi załoŜeniami 
(np. o rozkładzie normalnym, liniowości i wzajemnej 
niezaleŜności zmiennych).

• Pozwalają odwzorować złoŜone, wielowymiarowe zaleŜności 
i opisać zjawiska, dla których nie ma innego prostego opisu.

Nie powinny być traktowane jako 
panaceum na wszystkie problemy 
analizy danych (nieprzewidywalność
procesu uczenia, minima lokalne, 
zjawisko „przeuczenia”, …)

Nie powinny być traktowane jako 
panaceum na wszystkie problemy 
analizy danych (nieprzewidywalność
procesu uczenia, minima lokalne, 
zjawisko „przeuczenia”, …)


